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Abstract

We propose a new language-based approach to mitigating timing channels. In this language, well-typed programs provably leak only a bounded amount of information over time through external timing channels. By incorporating mechanisms for predictive mitigation of timing channels, this approach also permits a more expressive programming model. Timing channels arising from interaction with underlying hardware features such as instruction caches are controlled. Assumptions about the underlying hardware are explicitly formalized, supporting the design of hardware that efficiently controls timing channels. One such hardware design is modeled and used to show that timing channels can be controlled in some simple programs of real-world significance.
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D.4.6 [Security and protection]: Information Flow Controls
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1. Introduction

Timing channels have long been a difficult and important problem for computer security. They can be used by adversaries as side channels or as covert channels to learn private information, including cryptographic keys and passwords [8, 13, 14, 18, 22, 24, 29, 36].

Timing channels can be categorized as internal or external [28]. Internal timing channels exist when timing channels are converted to storage channels within a system and affect the results computed. External timing channels exist when the adversary can learn something from the time at which the system interacts with the outside world. In either case, confidential information transmitted through timing channels constitutes timing leakage.

Internal timing channels that exploit races between threads have been addressed by enforcing low determinism [16, 37] and by constraining thread scheduling [26, 28]. The focus of this paper is instead on controlling external timing channels, for which current methods are less satisfactory. Starting with Agat [3], program transformations have been proposed to remove external timing channels. However, these methods restrict expressiveness: for example, loop guards can depend only on public information. Further, they do not handle some realistic hardware features. External mitigation is another approach to control external timing channels, by quantitatively limiting how much information leaks via the timing of external interactions [5, 20, 38]. Since external mitigation treats computation as a black box, it cannot distinguish between benign timing variations and variations that leak information. When most timing variation is benign, this leads to a significant performance penalty.

This work introduces a more complete and effective language-based method for controlling external timing channels, with provably bounded leakage. Broadly, the new method improves control of external timing channels in three ways:

- Unlike methods based on code transformation [3], this method supports more realistic programs and hardware. For example, it can be implemented on hardware with an instruction cache.
- Another difference from code-transformation approaches is that it offers a fully expressive programming model; in particular, loops with high (confidential) guards are permitted.
- The method does not need to be as conservative as external timing mitigation because a program analysis can distinguish between benign timing variations and those carrying confidential information, and can distinguish between multiple distinct security levels. This fine-grained reasoning about timing channels improves the tradeoff between security and performance.

Timing channels arise in general from the interaction of programs with the underlying implementation of the language in which the programs are written. This language implementation includes not only the compiler or interpreter used, but also the underlying hardware. Reasoning accurately about timing channels purely at the source language level is essentially impossible because language semantics, by design, prevent precise reasoning about time.

An important contribution of this paper is therefore a system of simple, static annotations that provides just enough information about the underlying language implementation to enable accurate reasoning about timing channels. These annotations form a contract between the software (language) level and the hardware implementation.

A second contribution of this paper is a formalization of this contract. Using this formal contract, implementers may verify that their compiler and architecture designs control timing channels. We illustrate this by sketching the design of a simple memory cache architecture that avoids timing channels.

A third contribution is a new language mechanism that improves expressive power achievable while controlling timing channels. It uses predictive timing mitigation [5] to bound the amount of information that leaks through timing. With this mechanism, algorithms whose timing behavior does depend on confidential information can be implemented securely; predictive mitigation ensures that total timing leakage is bounded by a programmer-specified function.

* This work was done while the author was at Cornell University.
To evaluate the correctness and effectiveness of our approach, we simulated hardware satisfying the hardware side of the software–hardware contract. We evaluate the use of our approach on two applications vulnerable to timing attacks. The results suggest that the combination of language-based mitigation and secure hardware works well, with only modest slowdown.

We proceed as follows. Section 2 discusses the problem of controlling timing channels on modern computer hardware, and gives an overview of the new method. Section 3 introduces a programming language designed to permit precise reasoning about timing channels. Its semantics formalize several constraints that must be satisfied by a secure implementation. Section 4 sketches how these constraints can be satisfied by both stock and specialized hardware implementations. A type system for the language that soundly controls timing channels is presented in Section 5; its novel multilevel quantitative security guarantees are explored in Section 6. Predictive mitigation of timing channels is discussed in Section 7. Section 8 presents performance results from a simulated implementation of language-based predictive mitigation. Related work is covered in Section 9, and Section 10 concludes.

2. Language-level timing mitigation

Controlling timing channels is difficult because confidential information can affect timing in many ways, and yet we want to be able to analyze these timing dependencies at the source level. However, language semantics do not and should not define timing precisely.

2.1 Timing dependencies

We call timing channels visible at the source-language level direct timing dependencies. In this example, control flow affects timing.

```
if (h)
  sleep();
else
  sleep();
```

Another source of direct timing dependencies is operations whose execution time depends on parameter values, such as the `sleep` command at line 5.

Modern hardware also creates indirect timing dependencies in which execution time depends on hardware state that has no source-level representation. The following code shows that the data cache is one source of indirect dependencies.

```
if (h1)
  h2 := 11;
else
  h2 := 12;
13 := 11;
```

Line 5 runs faster, and the value of `h1` leaks through timing.

Some timing attacks [14, 24] also exploit data cache timing dependencies to infer AES encryption keys, but indirect dependencies arising from other hardware components have also been exploited to construct attacks: instruction and data caches [1], branch predictors and branch target buffers [2], and shared functional units [34].

We use the term machine environment to refer to all hardware state that is invisible at the language level but that is needed to predict timing. Timing channels relying on indirect dependencies are at best difficult to reason about at language level—the semantics of languages and even of instruction set architectures (ISAs) hide information about execution time by abstracting away low-level implementation details. For instance, we do not know that the timing of line 5 depends on `h1` without knowing how the data cache works in the example above.

It is worth noting that we assume a strong adversary that is particularly interesting with the rise of cloud computing an adversary coresident on the system, controlling concurrent threads that can read low memory locations. The adversary can therefore time when low memory locations change. Further, the adversary can probe timing using the shared cache. This is a more powerful adversary than that considered in much previous work on timing channels, including prior attempts to control decryption side channels [5, 20, 38]. The prior methods are not effective against this adversary, who can efficiently learn secret keys using timing side channels [24].

2.2 Representing indirect timing dependencies abstractly

Recent work in the architecture community has aimed for a hardware-based solution to timing channels. Their hardware designs implicitly rely on assumptions about how software uses the hardware, but these assumptions have not been rigorously defined. For example, the cache design by Wang and Lee [35] works only under the assumption that the load time is not observable to the adversary [19].

Timing channels cannot be controlled effectively purely at the source code or the hardware level. Hardware mechanisms can help, but do a poor job of controlling language-level leaks such as implicit flows. The question, then, is how to usefully and accurately characterize the timing semantics of code at the source level. Our insight is to combine the language-level and hardware-level approaches, by representing the machine environment abstractly at source level.

As is standard in information flow type systems [27], we associate all information with a security label, that in this case describes the confidentiality of the information. Labels $L_1$ and $L_2$ are ordered, written $L_1 \sqsubseteq L_2$, if $L_2$ describes a confidentiality requirement that is at least as strong as that of $L_1$. It is secure for information to flow from label $L_1$ to label $L_2$. We assume there are at least two distinct labels $L$ (low) and $H$ (high) such that $L \sqsubseteq H \sqsubset L$. The label of public information is $L$; that of secret is $H$. As is standard, we denote by $\top$ the most restrictive label, and by $\bot$, the least restrictive one.

We assume that different components of the machine environment have security labels as well. For example, different partitions in a partitioned cache [35] can be associated with different labels.

To track how information flows into the machine environment, but without concretely representing the hardware state, we associate two labels with each command in the program. The first of these labels is the command’s read label. The read label is an upper bound on the label of hardware state that affects the run time of the command. For example, the run time of a command with $L = L$ depends only on hardware state with label $L$ or below. The second of these labels is the command’s write label. The write label is a lower bound on the label of hardware state that the command can modify. It ensures that the labels of hardware state reflect the confidentiality of information that has flowed into that state.

For example, suppose that there is only one (low) data cache, which to be conservative means that anyone can learn from timing whether a given memory location is cached. Therefore both the read and write label of every command must be $L$. The previous example is then annotated as follows, where the first label in brackets is the read label, and the second, the write label.

```
if (h1) [L;L]
  h2 := 11; [L;L]
else
  h2 := 12; [L;L]
13 := 11; [L;L]
```

The example on the left is insecure because execution of lines 2 and 4 is conditioned on the high variable $h1$. Therefore these lines are in a high context, one in which the program counter label [11] is high. If lines 2 and 4 update cache state in the usual way, the low write label permits low hardware state to be affected by $h1$. This insecure information
flow is a form of implicit flow [11], but one in which hardware state with no language-level representation is being updated.

Since lines 2 and 4 occur in a high context, the write label of these commands must be $H$ for this program to be secure. Consequently, the hardware may not update low parts of the machine environment. One way to avoid modifying the cache is to deactivate it in high contexts. A generalization of this idea is to partition the cache into two partitions, low and high. Cache misses in a high context then cause only the high cache partition to be updated.

With $\ell_1$ and $\ell_2$ abstracting the timing behavior of hardware, timing channel security can be statically checked at the language level, according to the type system described in Sec. 5. Moreover, these timing labels could be inferred automatically according to the type system, reducing the burden on programmers.

### 2.3 Language-level mitigation of timing channels

Strictly disallowing all timing leakage can be done as sketched thus far, but results in an impractically restrictive programming language because execution time is not permitted to depend on confidential information in any way.

To increase expressiveness, we introduce a new command `mitigate` to the language. Command `mitigate(e, c) e` executes the command $c$ while ensuring that timing leakage is bounded. The expression $e$ computes an initial prediction for the execution time of $c$. The label $\ell$ bounds what information that can be learned by observing the timing leakage $\ell e$. That is, no information at level $\ell'$ such that $\ell' \sqsubseteq \ell$ can be learned from $c$'s execution time. This property is enforced by the type system of Sec. 5. Moreover, the type system ensures that timing leakage can be bounded using the variation in the execution time of `mitigate` commands.

To provide a strict bound on the execution time of `mitigate` commands while providing practical experience, we introduce the use of predictive timing mitigation [5, 38] as a language-level mechanism. The idea is that given a prediction of how long executing $c$ will take (the $e$ in `mitigate`) command), the `mitigate` command ensures that at least that much time is consumed by simply waiting if necessary. In the case of a misprediction (that is, when the estimate is too low), a larger prediction is generated, and the execution time is padded accordingly. Mispredictions also inflate the predictions generated by subsequent uses of `mitigate`.

For example, we can use `mitigate` to limit timing leakage from the command `sleep(h)`, as in this program:

```plaintext
mitigate(1, H) { sleep(h) [\mu H] }
```

The possible execution times of this program will not be arbitrary; they might, for example, be forced by `mitigate` to be the powers of 2. Limiting the possible execution times bounds the timing leakage from `sleep`. We explore the details of the mitigation mechanism more fully in Sec. 7 and evaluate its performance in Sec. 8.

Previous work has shown that predictive timing mitigation can bound timing leakage to a function that is sublinear (in fact, polylogarithmic) in time. But this is the first work that provides similar, quantitative bounds on timing leakage at the language level.

### 3. A language for controlling timing channels

Fig. 1 gives the syntax for a simple imperative language extended with our mechanism. All the novel elements—read and write labels, and the `mitigate` and `sleep` commands—have already been introduced. Notice that the sequential composition command itself needs no timing labels. As a technical convenience, each `mitigate` in the source has a unique identifier $\eta$. These identifiers are mainly used in Sec. 6; they are omitted where they are not essential.

We present our semantics in a series of modular steps. We start with a core semantics, a largely standard semantics for a while-language, which ignores timing. Next, we develop an abstracted full semantics that describes the timing semantics of the language more accurately while abstracting away parameters that depend on the language implementation, including the hardware and the compiler.

#### 3.1 Core semantics

For expressions we use a standard big-step evaluation $(e, m) \Downarrow v$ when expression $e$ in memory $m$ evaluates to value $v$. For commands (Fig. 2), we write $(c, m) \Downarrow (c', m')$ for the transition of command $c$ in memory $m$ command $c'$ in memory $m'$. Note that read and write labels are not used in these rules. The rules use `stop` as a syntactic marker of the end of computation. We distinguish stop from the command `skip` because skip is a real command that may consume some measurable time (e.g., reading from the instruction cache), whereas stop is purely syntactic and takes no time at all. For `mitigate` we give an identity semantics for now: `mitigate(e, c)` simply evaluates to $c$. Since time is not part of the core semantics, `sleep` behaves like `skip`.

#### 3.2 Abstracted full language semantics

The core semantics ignores timing; the job of the full language semantics is to supply a complete description of timing so that timing channels can be precisely identified.

Writing down a full semantics as a set of transition rules would define the complete timing behavior of the language. But this would be useful only for a particular language implementation on particular hardware. Instead, we permit any full semantics that satisfies a certain set of properties yet to be described. What is presented here is therefore a kind of abstracted full semantics in which only the key properties are fixed. This approach makes the results more general. These key properties fall into two categories, which we call faithfulness requirements and security requirements. The faithfulness requirements (Sec. 3.5) are straightforward; the security requirements (Sec. 3.6) are more subtle.
3.3 Configurations

Configurations in the full semantics have the form \(\langle c, m, E, G \rangle\). As in the core semantics, \(c\) and \(m\) are the current program and memory. Component \(E\) is the machine environment, and \(G\) is the global clock. In general \(G\) can be measured in any units of time, but we interpret it as a machine clock cycles hereafter. We write \(\langle c, m, E, G \rangle \rightarrow \langle c', m', E', G' \rangle\) for evaluation transitions.

The full semantics of expression evaluation obviously also needs to be small-step, but we choose a presentation style that elides the details of expression evaluation.

As before, the machine environment \(E\) represents hardware state that may affect timing but that is not needed by the core semantics. Hardware components captured by \(E\) include the data cache and instruction cache, the branch prediction buffer, the translation lookaside buffer (TLB), and other low-level components. The machine environment might also include hidden state added by the compiler for performance optimization.

For example, if one considers only the timing effects of data cache and instruction caches, denoted by \([D, I]\) respectively, \(E\) could be a configuration of the form \(E = [D, I]\).

Note that while both the memory \(m\) and the machine environment \(E\) can affect timing, only the memory affects program control flow. This is the reason to distinguish them in the semantics. The environment \(E\) can be completely abstract as long as the properties for the full semantics are satisfied. This separation also ensures that the core semantics is completely standard.

The separation of \(m\) and \(E\) also clarifies possibilities for hardware design. For instance, it is possible for confidential data to be stored securely in a public partition of \(E\), but not in public memory (cf. Sec. 4.1).

3.4 Threat model

To evaluate whether the programming language achieves its security goals, we need to describe the power of the adversary in terms of the semantics. We associate an adversary with a security level \(\ell_0\) bounding what information the adversary can observe directly. To represent the confidentiality of memory, we assume that an environment \(\Gamma\) maps variable names to security levels. If a memory location (variable) has security level \(\ell\) that flows to \(\ell_0\) (that is, \(\ell \subseteq \ell_0\)), the adversary is able to see the contents of that memory location. Recall that we are defending against a strong, coresident adversary.

Therefore, by monitoring such a memory location for changes, the adversary can also measure the times at which the location is updated.

Two memories \(m_1\) and \(m_2\) are \(\ell\)-equivalent, denoted \(m_1 \sim_\ell m_2\), when they agree on the contents of locations at level \(\ell\) and below:

\[m_1 \sim_\ell m_2 \iff \forall x. \Gamma(x) \subseteq \ell. \, m_1(x) = m_2(x)\]

Intuitively, \(\ell\)-equivalence of two memories means that an observer at level \(\ell\) cannot distinguish these two memories.

**Project equivalence.** We define project equivalence on memories to require equivalence of variables with exactly level \(\ell\):

\[m_1 \rho_\ell m_2 \iff \forall x. \Gamma(x) \subseteq \ell. \, m_1(x) = m_2(x)\]

We assume there is a corresponding projected equivalence relation on machine environments. If two machine environments \(E_1\) and \(E_2\) have equivalent \(\ell\)-projections, denoted \(E_1 \rho_\ell E_2\), then \(\ell\)-level information that is stored in these environments is indistinguishable. The precise definition of projected equivalence depends on the hardware and perhaps the language implementation. For example, for a two-level partitioned cache containing some entries at level \(L\) and some at level \(H\), two caches have equivalent \(H\)-projections if they contain the same cache entries in the \(H\) portion, regardless of the \(L\) entries.

Using projected equivalence it is straightforward to define \(\ell\)-equivalence on machine environments:

\[E_1 \sim_\ell E_2 \iff \forall \ell' \subseteq \ell. \, E_1 \rho_{\ell'} E_2\]

3.5 Faithfulness requirements for the full semantics

The faithfulness requirements for the full semantics comprise four properties: adequacy, deterministic execution, sequential composition, and accurate sleep duration.

Adequacy specifies that the core semantics and the full semantics describe the same executions: for any transition in the core semantics there is a matching transition in the full semantics and vice versa.

**Property 1 (Adequacy of core semantics).** \(\forall m, c, c', E, G\).

\[\langle c, m, E, G \rangle \rightarrow \langle c', m', E', G' \rangle \iff \langle c, m \rangle \rightarrow \langle c', m' \rangle\]

We also require that the full semantics be deterministic, which means that the machine environment \(E\) completely captures the possible influences on timing.

**Property 2 (Deterministic execution).** \(\forall m, c, E, G\).

\[\langle c, m, E, G \rangle \rightarrow \langle c_1, m_1, E_1, G_1 \rangle \land \langle c, m, E, G \rangle \rightarrow \langle c_2, m_2, E_2, G_2 \rangle \implies E_1 = E_2 \land G_1 = G_2\]

Since the core semantics is already deterministic, determinism of the machine environment and time components suffices.

**Property 3 (Sequential composition).** \(\forall c_1, c_2, m, E, G\).

\[\langle c_1, m, E, G \rangle \rightarrow \langle \text{stop}, m', E', G' \rangle \iff \langle c_1; c_2, m, E, G \rangle \rightarrow \langle c_2, m', E', G' \rangle\]

2. \(\forall c_1, c_2, \ell, m, E, G\) such that \(c_1 \neq \text{stop}\).

Finally, the \(\text{sleep}\) command must take the correct amount of time because it is used for timing mitigation. When its argument is negative, it is assumed to take no time.

**Property 4 (Accurate sleep duration).** \(\forall n, m, E, G, \ell_0, \ell_w\).

\[\langle \text{sleep} n \rangle_{\ell_0, \ell_w}, m, E, G \rightarrow \langle \text{stop}, m', E', G' \rangle \Rightarrow G' = G + \max(n, 0)\]

**Discussion.** The faithfulness requirements are mostly straightforward. The assumption of determinacy might sound unrealistic for concurrent execution. But if information leaks through timing because some other thread preempts this one, the problem is in the scheduler or in the other thread, not in the current thread. Deterministic time is realistic if we interpret \(G\) as the number of clock cycles the current thread has used.

3.6 Security requirements for the full semantics

For security, the full semantics also must satisfy certain properties to ensure that read and write labels accurately describe timing. These properties are specified as constraints on the full semantic configurations that must hold after each evaluation step. In the formalization of these properties, we quantify over labeled commands with the form \(c_{[\ell, \ell']}:\) that is, all commands except sequential composition.

**Write labels.** The write label \(\ell_w\) is the lower bound on the parts of the machine environment that a single evaluation step modifies. Property 5 in Fig. 3 formalizes the requirements on the machine environment: executing a labeled command \(c_{[\ell, \ell']}:\) cannot modify parts of the environment at levels to which \(\ell_w\) does not flow.

**Example.** Consider program \(\text{sleep}(h)_{[\ell, H]}\) under the two-level security lattice \(L \subseteq H\). This command is annotated with the write label \(H\). The only level \(\ell\) such that \(\ell_w \not\subseteq \ell\) is \(\ell = L\). In this case, Property 5 requires that an execution of \(\text{sleep}(h)_{[\ell, H]}\) does not modify \(L\) parts of the machine environment.

Consider program \(\text{sleep}(h)_{[\ell, L]}\) which has write label \(L\). Because there is no security level \(\ell\) such that \(L \not= \ell\), Property 5 does not constrain the machine environment for this command.
PROPERTY 5 (Write label). Given a labeled command \(c_{[x, e]}\) and a level \(\ell\) such that \(L_\ell \subseteq \ell\)
\[
\forall m, E, G, \langle c_{[x, e]}, m, E, G \rangle \rightarrow \langle c', m', E', G' \rangle \implies E \approx_\ell E'
\]

PROPERTY 6 (Read label). Given any command \(c_{[x, e]}\),
\[
\forall m_1, m_2, E_1, E_2, G \quad \forall \langle x \in \text{vars}_1 \langle c_{[x, e]} \rangle \rangle, m_1(x) = m_2(x)
\]
\[
\exists E_1 \approx_\ell E_2
\]
\[
\langle c_{[x, e]}, m_1, E_1, G \rangle \rightarrow \langle c_1, m_1', E_1', G_1 \rangle
\]
\[
\langle c_{[x, e]}, m_2, E_2, G \rangle \rightarrow \langle c_2, m_2', E_2', G_2 \rangle \implies G_1 = G_2
\]

PROPERTY 7 (Single-step machine-environment noninterference). Given any labeled command \(c_{[x, e]}\),
\[
\forall m_1, m_2, E_1, E_2, G_1, G_2, m_1 \approx_\ell m_2 \approx_\ell E_1 \approx_\ell E_2
\]
\[
\langle c_{[x, e]}, m_1, E_1, G_1 \rangle \rightarrow \langle c_1, m_1', E_1', G_1' \rangle
\]
\[
\langle c_{[x, e]}, m_2, E_2, G_2 \rangle \rightarrow \langle c_2, m_2', E_2', G_2' \rangle \implies E_1' \approx_\ell E_2'
\]

4. A sketch of secure hardware

To illustrate how the requirements for the full language semantics enable secure hardware design, we sketch two possible ways for a design of cache and TLB to realize Properties 5–7. For simplicity, we assume the two-point label lattice \(L \subseteq H\) throughout this section.

We start with a standard single-partition data cache similar to current commodity cache designs and then explore a more sophisticated partitioned cache similar to that in [35].

4.1 Choosing machine environments

The machine environment does not need to include all hardware state. It should be precise enough to ensure that equivalent commands always take the same time in equal environments, and no more precise. Including state that has no effect on timing leads to overly conservative security enforcement that hurts performance.

For example, consider a data cache, usually structured as a set of cache lines. Each cache line contains a tag, a data block and a valid bit. Let us compare two possible ways to describe this as a machine environment: a more precise modeling of all three fields—a set of triples \(\langle \text{tag}, \text{data block}, \text{valid bit} \rangle\)—versus a coarser modeling of only the tags and valid bits—a set of pairs \(\langle \text{tag}, \text{valid bit} \rangle\).

The coarse-grained abstraction of data cache state is adequate to predict execution time, since for most cache implementations, the contents of data blocks do not affect access time. The fine-grained abstraction does not work as well. For example, consider the command \(h := h'\) occurring in a low context. That is, variables \(h\) and \(h'\) are confidential, but the fact that the assignment is happening is not. With the fine-grained abstraction, the low part of the cache cannot record the value of \(h\) if Property 7 is to hold, because the low-equivalent memories \(m_1\) and \(m_2\) appearing in its definition might differ on the value of \(h'\). With the coarse-grained abstraction, the location \(h\) can be stored in low cache, because Property 7 holds without making the value of \(h'\) part of the machine environment.

The coarse-grained abstraction shows that high variables can reside in low cache without hurting security in at least some circumstances. This is quite different from the treatment of memory, because public memory cannot hold confidential data. Without the formalization of Property 7, it would be difficult to reason about it. Yet this insight is important for performance; otherwise, code with a low timing label cannot access high variables using cache.

4.2 Realization on standard hardware

At least some standard CPUs can satisfy the security requirements (Properties 5–7). Intel’s family of Pentium and Xeon processors has a “no-fill” mode in which accesses are served directly from memory on cache misses, with no evictions from nor filling of the data cache.

Our approach can be implemented by treating the whole cache as low, and therefore disallowing cache writes from high contexts. For each block of instructions with \(L_w = H\), the compiler inserts a no-fill start instruction before, and a no-fill exit instruction after.

It is easy to verify that Properties 5–7 hold, as follows:

PROPERTY 5. For commands with \(L_w = L\), this property is vacuously true since there is no \(\ell\) such that \(L \nsubseteq \ell\). Commands with \(L_w = H\) are executed in “no-fill” mode, so the result is trivial.

PROPERTY 6. Since there is only one \((L)\) partition, \(E_1 \approx_\ell E_2\). This property can be verified for each command. For instance, consider command \(sleeve(e)_{[x, e]}\). The condition \(\forall x \in \text{vars}_1 \langle c_{[x, e]} \rangle, m_1(x) = m_2(x)\) ensures that \(m_1(e) = m_2(e)\). Thus, this command is suspended for the same time. Moreover, since \(E_1 = E_2\), cache access time must be the same according to Property 2. So, we have \(G_1 = G_2\).
Property 7. We only need to check the $L$ partition, which can be verified for each command. For instance, consider command $\text{sleeep}(e)[\mathit{c}, \mathit{c}']$. When $\ell_0 = H$, the result is true simply because the cache is not modified. Otherwise, the same addresses (variables) are accessed. Since initial cache states are equivalent, identical accesses yields equivalent cache states.

4.3 A more efficient realization

A more efficient hardware design might partition both the cache(s) and the TLB according to security labels. Let us assume both the cache and TLB are equally, statically partitioned into two parts: $L$ and $H$. The hardware accesses different parts as directed by a timing label that is provided from the software level. As discussed in Sec. 8, we have implemented a simulation of this design; here we focus on the correctness of hardware design.

One subtle issue is consistency, since data can be stored in both the $L$ and the $H$ partitions. We avoid inconsistency by keeping only one copy in the cache and TLB. In any CPU pipeline stage that accesses memory when the timing label is $H$, both $L$ and $H$ partitions are searched. If there is a cache miss, data is installed in the $H$ partition. When the timing label is $L$, only the $L$ partition is searched. However, to preserve consistency, instead of fetching the data from next level or memory, the controller moves the data from $H$ partition if it already exists there. To satisfy Property 6, the hardware ensures this process takes the same time as a cache miss.

We can informally verify Properties 5–7 for this design as well:

Property 5. When the write label is $L$, this property holds trivially because there is no label such that $L \not\subseteq \ell$. When the write label is $H$, a new entry is installed only in the $H$ partition, so $E \sim_L E'$.

Property 6. The premise of Property 6 ensures that all variables evaluated in a single step have identical values, so any variation in execution time is due to the machine environment. When the read label is $H$, $E_1 \sim_H E_2$ ensures that the machine environments are identical; therefore, the access time is also identical. When the read label is $L$, the access time depends only on the existence of the entry in $L$ cache/TLB. Even if the data is in the $H$ partition, the load time is the same as if there were an $L$-partition miss.

Property 7. This requirement requires noninterference for a single step. Contents of the $H$ partition can affect the $L$ part in the next step only when data is stored in the $H$ partition and the access has a timing label $L$. Since data is installed into the $L$ part regardless of the state of the $H$ partition, this property is still satisfied.

Discussion on formal proof and multilevel security. We have discussed efficient hardware for a two-level label system. Verification of multilevel security hardware is more challenging. One realization exists in Caissian [21], which enforces a version of noninterference that is both memory and timing-sensitive. Property 7 requires only timing-insensitive noninterference, so Caissian arguably tackles an unnecessarily difficult problem. A similar implementation that satisfies Property 7 more exactly might be more efficient.

5. A type system for controlling timing channels

Next, we present the security type system for our language. This section focuses on the non-quantitative guarantees that the type system provides, assuming Properties 1–7 hold. We show that the type system isolates the places where timing needs to be controlled externally. These places are where mitigate commands are needed.

5.1 Security type system

Typing rules for expressions have form $\Gamma \vdash e : \ell$ where $\Gamma$ is the security environment (a map from variables to security labels), $e$ is the expression, and $\ell$ is the type of the expression. The rules are standard [27] and we omit them here. Typing rules for commands, in Fig. 4, have the form $\Gamma, pc, p \vdash c : \tau'$. Here $pc$ is the usual program-counter label [27], $\tau$ is the timing start-label, and $\tau'$ is the timing end-label. The timing start- and end-labels bound the level of information that flows into timing before and after executing $c$, respectively. We write $\Gamma \vdash c$ to denote $\Gamma, \bot, \bot \vdash c : \tau'$ for some $\tau'$.

All rules enforce the constraint $\tau \not\sqsubseteq \tau'$ because timing dependencies accumulate as the program executes. Every rule except (T-MTG) also propagates the timing end-labels of subcommands. This can be seen most clearly in the rule for sequential composition (T-SEQ): the end-label from $c_1$ is the start-label for $c_2$.

All remaining rules require $pc \not\sqsubseteq \ell_0$. This restriction, together with Property 5, ensures that no confidential information about control flow leaks to the low parts of the machine environment. We do not require $\tau \not\sqsubseteq \ell_0$ because we assume the adversary cannot directly observe the timing of updates to the machine environment. This assumption is reasonable since the ISA gives no way to check whether a given location is in cache.

Rule (T-SLEEP) takes the read label $\ell_1$ into account in its timing end-label. The intuition is that reading from confidential parts of the machine environment should be reflected in the timing end-label.

Rule (T-ASGN) for assignments $x := e$ requires $\ell \cup pc \sqsubset \tau \sqcup \ell \sqsubseteq \Gamma(x)$, where $\ell$ is the level of the expression. The condition $\ell \cup pc \sqsubset \Gamma(x)$ is standard. We also require $\tau \sqcup \ell \sqsubseteq \Gamma(x)$, to prevent information from leaking via the timing of the update, from either the current time or the machine environment. The timing end-label is set to $\Gamma(x)$, bounding all sources of timing leaks.

Notice that the write label $\ell_0$ is independent of the label on $x$. The reason is that $\ell_0$ is the interface for software to tell hardware which state may be modified. A low write label on an assignment to a high variable permits the variable to be stored in low cache.

Because sleep has no memory side effects, rule (T-SLEEP) is slightly simpler than that for assignments; the timing end-label conservatively includes all sources of timing information leaks.

Rule (T-IF) restricts the environment in which branches $c_1$ and $c_2$ are type-checked. As is standard, the program-counter label is raised to $\ell \cup pc$. The timing start-labels are also restricted to reflect the effect of reading from the $\ell_0$-parts of the machine environment and of the branching expression. Rule (T-WHILE) imposes similar conditions on end-label $\tau'$, except that $\tau'$ can also be used as both start- and end-labels for type-checking the loop body.

The most interesting rule is (T-MTG). The end-label $\tau'$ from command $c$ is bounded by mitigation label $\ell'$, but $\tau'$ does not propagate to the end-label of the mitigate. Instead, the end-label of the mitigate command only accounts for the timing of evaluating expression $e$. This is because the predictable mitigation mechanism used at run-time controls how $e$’s timing leaks information.

We have seen that for security, the write label of a command must be higher than the label of the program counter. There is no corresponding restriction on the read label of a command. The hardware may be able to provide better performance if a higher read label is chosen. For instance, in most cache designs, reading from the cache changes its state. The cache can only be used when $\ell_f = \ell_0$, so this condition should be satisfied for best performance.

5.2 Machine-environment noninterference

An important property of the type system is that it guarantees machine environment noninterference. This requires execution to preserve low-equivalency of memory and machine environments.

Theorem 1 (Memory and machine-environment noninterference).

$$
\forall E_1, E_2, m_1, m_2, G, c, \ell. \Gamma \vdash c \land m_1 \sim_c m_2 \land E_1 \sim \ell E_2
$$

\begin{align*}
\land (c, m_1, E_1, G) & \rightarrow^* (\text{stop}, m_1, E_1', G_1) \\
\land (c, m_2, E_2, G) & \rightarrow^* (\text{stop}, m_2, E_2', G_2) \\
\implies m_1' \sim_c m_2' \land E_1' \sim_c E_2'
\end{align*}$$
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Theorem 1 guarantees the adversary obtains no information by observing public parts of the memory and machine environments. Any confidential information the adversary obtains must be via timing. The proof is provided in the corresponding technical report [39].

6.2 Measuring leakage in a multilevel environment

Using $\ell_A$-observable events, we can define a novel information-theoretic measure of leakage: leakage from a set of security levels $\mathcal{L}$ to an adversary level $\ell_A$. We start with an observation on our adversary model and the corresponding auxiliary definition.

Because an adversary observes all levels up to $\ell_A$, we can exclude these security levels from the ones that give new information. Let $\mathcal{L}_A$ be the subset of $\mathcal{L}$ that excludes all levels observable to $\ell_A$, that is $\mathcal{L}_A = \{\ell' \mid \ell' \in \mathcal{L} \land \ell' \subseteq \ell_A\}$. For example, for a three-level lattice $L \subseteq M \subseteq H$, with $\ell_A = M$, if $\mathcal{L} = \{M, H\}$ then $\mathcal{L}_A = \{H\}$.

Fig. 5a illustrates a general form of this definition. The adversary level $\ell_A$ is represented by the white point; the levels observable to the adversary correspond to the small rectangular area under the point $\ell_A$. The set of security levels $\mathcal{L}$ is represented by the dashed rectangle (though in general this set does not have to be contiguous). The gray area corresponds to the security levels that are in $\mathcal{L}_A$.

Leakage from $\mathcal{L}$ to $\ell_A$. We measure the quantitative leakage as the logarithm (base 2) of the number of distinguishable observations of the adversary—the possible $(x, v, t)$ sequences—from indistinguishable memory and machine environments. As shown in [38], this measure bounds those of Shannon entropy and min-entropy, used in the literature [11, 22, 31].

Definition 1 (Quantitative leakage from $\mathcal{L}$ to $\ell_A$). Given any $\ell_A$, $m$, and $E$, the leakage of program $c$ from levels $\mathcal{L}$ to level $\ell_A$, denoted by $Q(\mathcal{L}, L, c, m, E)$ is defined as follows:

$$Q(\mathcal{L}, L, c, m, E) = \log(|\{(x, v, t) \mid m^E(x, v, t) \neq m^E(x', v', t') \land (x', v', t') \notin L_{\ell_A} : m \equiv_{E} m' \land E \equiv_{E} E' \land (c, m', E', 0) \Rightarrow_{\mathcal{L}} (x, v, t)])$$

This definition uses $L_{\ell_A}$ to restrict the quantification of the memory and machine environments so that we allow variations only in $L_{\ell_A}$ parts of memory and machine environments. This is expressed by requiring projected equivalence (on the second line of the definition) for all levels $\ell'$ not in $L_{\ell_A}$. Visually, using Fig. 5a, this captures the flows from the gray area to the lower rectangle.

Note that the definition distinguishes flows between different levels. For example, in a three-level security lattice $L \subseteq M \subseteq H$ and a program $\text{sleep}(h)$ where $h$ has level $H$, the leakage from $\{M\}$ to $L$ is zero even though flow from $\{H\}$ to $L$ is not.

6.3 Guarantees of the type system

The type system provides an important property: leakage from levels in $L_{\ell_A}$ is bounded by the timing variation of the mitigate commands whose mitigation level $\ell'$ is in the upward closure of $L_{\ell_A}$.

Upward closure. In order to correctly approximate leakage from levels in $L_{\ell_A}$, we need to account for all levels that are as restrictive as the ones in $L_{\ell_A}$. For example, in a three-level lattice $L \subseteq M \subseteq H$, let $\mathcal{L}$ be the set $\{M\}$, and let $\ell_A = L$; then $L_{\ell_A} = \{M\}$. Information from $M$ can flow to $H$, so in order to account conservatively for leakage from $\{M\}$, we must also account for leakage from $\mathcal{L}$.

Our definitions therefore use the upward closure of $L_{\ell_A}$, written as...
It is easy to see that sure, where Next, we focus on Trace and projection of mitigate commands. L⇛identifier. For brevity, we refer to the command mitigate from Sec. 3 that each
levels programs c such that tion of leakage bounds in Sec. 7. commands is deterministic (we call these commands
PCs, and a machine environment E, let V be the timing variations of mitigate commands:
Mitigation levels. Per Sec. 3, the argument ℓ in mitigateη(e, ℓ) c is an upper bound on the timing leakage of command c. Let lev(Mη)
be the label argument of mitigateη command. We call this the mitigation level of Mη. Note that lev(Mη) is unrelated to pc(Mη). For instance, in the example above, pc(M1) = L, because M1 appears in the L-context, but lev(M1) = H.
Mitigation levels are connected to how much information an adversary at level ℓA may learn. For example, information at level ℓ can leak to adversary at level ℓA (ℓ ⊆ ℓA) by a command Mη only when ℓ ⊆ lev(Mη). In general, information from a set of levels ℒ can be leaked by mitigate commands such that lev(Mη) ∈ ℒ↓.
This leads to the definition of timing variations.

DEFINITION 2 (Timing variations of mitigate commands). Given a set of security levels ℒ, an adversary level ℓA, program c, memory m, and a machine environment E, let V be the timing variations of mitigate commands:

V(ℒ, ℓA, c, m, E) = \{ ℓ′ | ∃ m′, E′. (∀ ℓ′ ∉ ℒ↓, ℓ′ ↑ m = m′ ∧ E = E′) ∧ (c, m′, E′, 0) \models (M, t) ∧ (M′, t′) = (M, t) ⊢ pc(Mm′)↑ℓA↑↑ℓ′ ∧ lev(Mm′) ∈ ℒ↓\}

An interesting component of this definition is the predicate used to project (M, t). In essence, we only focus on the mitigate commands that appear in low contexts and have high mitigation levels, such as the first mitigate in the example earlier. Also notice that this set counts only the distinct timing components of the mitigate command projection, ignoring the M′ component. This is sufficient because for well-typed programs the M′ components of the vectors (M′, t′) are low-deterministic by Lemma 1.

In this definition, memory and machine environments are quantified differently from Definition 1, by considering variations with respect to a larger set of security levels ℒ↓. In Fig. 5b, this corresponds to flows from both gray areas to the area observable by the adversary.

Leakage bounds guaranteed by the type system. The type system ensures that only the execution time of mitigate commands within certain projections may leak information.

THEOREM 2 (Bound on leakage via variations). Given a command c, such that Γ ⊢ c, and an adversary level ℓA, we have that for all m, E and ℒ it holds that

Q(ℒ, ℓA, c, m, E) ≤ log | V(ℒ, ℓA, c, m, E) |

The proof is included in the corresponding technical report [39]. An interesting corollary of the theorem is that leakage is zero whenever a program c contains no mitigate command, or more generally, when all mitigate commands take fixed time since there is only one timing variation of mitigate commands in this special case.

7. Predictive mitigation

Predictive mitigation [5, 38] removes confidential information from timing of public events by delaying them according to predefined schedules. We build upon this prior work [5, 38], but unlike the earlier work, our results improve precision for multilevel security, enabling better tradeoffs between security and performance.

Instead of delaying public assignments themselves, we delay the completions of mitigate commands that may potentially precede public events. This is sufficient for well-typed programs, because according to Theorem 2, only timing variations of mitigate commands carry sensitive information. The idea is that as long as the execution time of the mitigate command is no greater than predicted, little information is leaked. Upon a misprediction (when actual execution time is longer than predicted), a new schedule is chosen in such a way that future mispredictions are rarer.

\[
\text{mitigate; (1, H) \{ if (high) then mitigate2(1, H) \{ h:=h+1 \}} \text{ else skip; } \]

Let us write \( pc(M_m) \) for the value of the pc-label at program point \( \eta \).
It is easy to see that \( pc(M_1) = L \) and \( pc(M_2) = H \). Because M2 is nested within M1, the timing of M2 is accumulated in the timing of M1. Therefore, when reasoning about the timing of the whole program, it is sufficient to only reason about the timing of M1. In general, given a set of levels ℒ, an adversary level ℓA, and a vector (M, t), we filter high mitigate commands by the projection (M↓, t) \( \models pc(Mm′)\subseteq ℒ↓\). This projection consists of all the mitigate commands whose pc-label is in the white area in Fig. 5b.

Filtering out high mitigate commands rules out unrelated variations in the mitigate commands. It turns out that in well-typed programs, the occurrence of the remaining low mitigate commands is deterministic (we call these commands low-deterministic).

This result, formalized in the following lemma, is used in the derivation of leakage bounds in Sec. 7.

LEMMA 1. (Low-determinism of mitigate commands). For all programs c such that Γ ⊢ c, adversary levels ℓA, sets of security levels ℒ, and memories and environments E1, E2, m1, m2 such that (∀ ℓ′ \∉ ℒ↓, ℓ′ ↓ E1 ≡ E2 \& m1 ≡ m2), we have

\[
(c, m_1, E_1, 0) \models (M_1, t_1) \land (c, m_2, E_2, 0) \models (M_2, t_2) \implies M_1 \models pc(M_m)\subseteq ℒ↓ \implies M_2 \models pc(M_m)\subseteq ℒ↓
\]

Note that there are no constraints on time components t1 and t2. That is, the same mitigate commands may take different times to execute in different traces. The proof is contained in the corresponding technical report [39].
Mitigating semantics. Fig. 6 shows the fragment of small-step semantics that implements predictive mitigation. We record mis-predictions in a special array $\text{Miss}$, assuming $\text{Miss}$ is initialized to zeros and is otherwise unreferenced in programs. Expression time provides the current value of the global clock. Expression $\text{predict}(n, \ell) = \max(n, 1)\cdot 2^{\text{Miss}[\ell]}$ returns the current prediction for level $\ell$ with initial estimate $n$. This prediction is the fast doubling scheme [5] with the local penalty policy [38]; other schemes and penalty policies are possible [5, 38], but are not considered here.

In rule (S-MUpdate), mitigate transitions to a code fragment that penalizes and delays the execution time of $c$. Variable $s_\ell$ records the time when mitigation has started. If execution of $c$ takes less time ($\text{time} - s_\ell$) than predicted, command update does nothing; the execution idles until the predicted time. If executing $c$ takes longer than predicted, update increments $\text{Miss}[\ell]$ until the new prediction is greater than the time that $c$ has consumed.

Leakage analysis of the mitigating semantics. Note that all auxiliary commands in Fig. 6 have labels $[\bot, \bot]$, ensuring no confidential information about machine environments is leaked when executing these commands. Moreover, the execution time of the whole mitigated block is at least $\text{predict}(n, \ell)$. Thus, the timing variation of a single mitigate command is controlled by the variation of possible values of $\text{predict}(n, \ell)$.

We can show that leakage is at most $|Z_{\ell \uparrow}^t| \cdot \log(K+1) \cdot (1 + \log T)$. Here $T$ is the elapsed time and $K$ is the number of relevant mitigate statements in the trace: the ones satisfying $pc(M_M^R) \not\in Z_{\ell \uparrow}^t \vee \text{lev}(M_M^R) \in Z_{\ell \downarrow}^t$. When mitigate is not used, $K = 0$, so no timing leakage occurs. When $K$ is unknown, it can be conservatively bounded by $T$, yielding an $O(\log^2 T)$ leakage bound. Note that the bound is proportional to the size of the set $Z_{\ell \uparrow}^t$. A detailed analysis and derivation can be found in the technical report [39].

8. Implementation

We implemented a simulation of the partitioned cache design described in Sec. 4.3 so we could evaluate our approach on real C programs. As case studies, we chose two applications previously shown to be vulnerable to timing attacks. The results suggest the new mechanism is sound and has reasonable performance.

8.1 Hardware implementation

We developed a detailed, dynamically scheduled processor model supporting two-level data and instruction caches, data and instruction TLBs, and speculative execution. Table 1 summarizes the features of the machine environment. We implemented this processor design by modifying the SimpleScalar simulator, v.3.0e [9].

A new register is added as an interface to communicate the timing label from the software to the hardware. Simply encoding the timing labels into instructions does not work, since labels may be required before the instruction is fetched and decoded: for example, to guide instruction cache behavior. Labels are also propagated along the pipeline to restrict the behavior of hardware.

As discussed in Sec. 5.1, commodity cache designs require $\ell_w = \ell_u$. In our implementation, we treat this requirement as an extra side condition in the type system.

8.2 Compilation

We use the gcc compiler in the SimpleScalar tool set to run C applications on the simulator. Sensitive data in applications are labeled, and timing labels are then inferred as the least restrictive labels satisfying the typing rules from Fig. 4 (transferring the rules from Sec. 5 to C is straightforward). To inform the hardware of the current timing label, assembly code setting the timing-label register is inserted before and after command blocks.

Selecting the initial prediction. With the doubling policy, the slowdown of mitigation is at most twice the worst-case time. To improve performance, we can sample the running time of mitigated commands, setting the initial prediction to be a little higher than the average. In the experiments, we used 110% of average running time, measured with randomly generated secrets, as the initial prediction.

8.3 Web login case study

Web applications have been shown vulnerable to timing channel attacks. For example, Bortz and Boneh [7] have shown that adversaries can probe for valid usernames using a timing channel in the login process. This is unfortunate since usernames can be abused for spam, advertising, and phishing.

The pseudo-code for a simple web-application login procedure is on the right. The variable response and input user passwords are public to users. Contents of the preloaded hashmap $m$ (MD5 digests of valid usernames and corresponding passwords), password digest hash and the login status are secrets. The final assignment to public variable response is always true on purpose in order to avoid the storage channel arising from the response. However, the timing of this assignment might create a timing channel.

The leakage is explicit when all confidential data (m, hash and state) are labeled $\bot$. The type system forces line 1 and line 5–10 to have high timing labels, so without a mitigate command, type checking fails at line 11. We secure this code by separately mitigating both line 1 and lines 5–10. The code then type-checks.

Correctness. In each of our experiments, we measured the time needed to perform a login attempt using 100 different usernames. Since valid usernames (the hashmap $m$) are secrets in this case study, we varied the number of these usernames that were valid among 10, 50, and 100. The resulting measurements are shown as three curves in the upper part of Fig. 7. The horizontal axis shows which login attempt was measured and the vertical axis is time.

The data for 10 and 50 valid usernames show that an adversary can easily distinguish invalid and valid usernames using login time. There is also measurable variation in timing even among different valid usernames. It is not clear what a clever adversary could learn from this, but since passwords are used in the computation, it seems likely that something about them is leaked too.

<table>
<thead>
<tr>
<th>Name</th>
<th># of sets</th>
<th>issue</th>
<th>block size</th>
<th>latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 Data Cache</td>
<td>128</td>
<td>4-way</td>
<td>32 byte</td>
<td>1 cycle</td>
</tr>
<tr>
<td>L2 Data Cache</td>
<td>1024</td>
<td>4-way</td>
<td>64 byte</td>
<td>6 cycles</td>
</tr>
<tr>
<td>L1 Inst. Cache</td>
<td>512</td>
<td>1-way</td>
<td>32 byte</td>
<td>1 cycle</td>
</tr>
<tr>
<td>L2 Inst. Cache</td>
<td>1024</td>
<td>4-way</td>
<td>64 byte</td>
<td>6 cycles</td>
</tr>
<tr>
<td>Data TLB</td>
<td>16</td>
<td>4-way</td>
<td>4KB</td>
<td>30 cycles</td>
</tr>
<tr>
<td>Instruction TLB</td>
<td>32</td>
<td>4-way</td>
<td>4KB</td>
<td>30 cycles</td>
</tr>
</tbody>
</table>

Table 1: Machine environment parameters

\[(\text{update}(n, \ell), m, E, G) \rightarrow (\text{while} (\text{time} - s_\ell \geq \text{predict}(n, \ell)) \text{do} (\text{Miss}[\ell] := \text{Miss}[\ell] + 1; (\text{L}_r, \text{L}_d), (\text{L}_r, \text{L}_d), m, E, G) (\text{S-Update}))\]

\[(\text{mitigate}_c(n, \ell) c, m, E, G) \rightarrow (s_\ell := \text{time}; (\text{L}_r, \text{L}_d); (\text{sleep} (\text{predict}(n, \ell) - \text{time} + s_\ell); (\text{L}_r, \text{L}_d), m, E, G) (\text{S-Mtgpred}))\]
Table 2: Login time with various usernames and options (in clock cycles)

<table>
<thead>
<tr>
<th>Option</th>
<th>ave. time (valid)</th>
<th>ave. time (invalid)</th>
<th>overhead (valid)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nopar</td>
<td>70618</td>
<td>39593</td>
<td>1</td>
</tr>
<tr>
<td>moff</td>
<td>78610</td>
<td>43756</td>
<td>1.11</td>
</tr>
<tr>
<td>mon</td>
<td>86132</td>
<td>86147</td>
<td>1.22</td>
</tr>
</tbody>
</table>

The lower part of the figure shows the timing of the same experiments with timing channel mitigation in use. With mitigation enabled, execution time does not depend on secrets, and therefore all three curves coincide. This result validates the soundness of our approach. The roughly 30-cycle timing difference between different requests does not represent a security vulnerability because it is unaffected by secrets; it is influenced only by public information such as the position in the request sequence.

**Performance.** Table 2 shows the execution time of the main loop with various options, including both valid and invalid usernames, hardware with no partitions (nopar), and secure hardware both without (moff) and with (mon) mitigation.

As in Fig. 7, for unmitigated logsins, valid and invalid usernames can be easily distinguished, but mitigation prevents this (we also verified that the tiny difference is unaffected by secrets). Table 2 shows that partitioned hardware is slower by about 11%. On valid usernames, language-based mitigation adds 10% slowdown; slowdown with combined software/hardware mitigation is about 22%.

8.4 RSA case study

The timing of efficient RSA implementations depends on the private key, creating a vulnerability to timing attacks [8, 18]. Using the RSA reference implementation, we demonstrate that its timing channels can be mitigated when decrypting a multi-block message. In the pseudo-code on the left, only line 4 uses confidential data. Therefore, source code corresponding to this line is labeled as high. Both "preprocess" and "postprocess" include low assignments whose timing is observable to the adversary.

**Correctness.** We use 100 encrypted messages and two different private keys to measure whether secrets affect timing. The upper plot in Fig. 8 shows that different private keys have different decryption times, so decryption time does leak information about the private key. The lower plot shows that mitigated time is exactly 32,001,922 cycles regardless of the private key. Timing channel leakage is successfully mitigated.

**Performance.** To evaluate how mitigation affects decryption time, we use 10 encrypted secret messages whose size ranges from 1 to 10 blocks; the size is treated as public. We also compared the performance of language-level mitigation with system-level predictive mitigation [5], even though system-level mitigation is not effective against the strong, coresident attacker. To simulate system-level mitigation, the entire code body was wrapped in a single `mitigate` command. The results in Fig. 9 show that fine-grained language-based mitigation is faster because it does not try to mitigate the timing variation due to the number of decrypted blocks.

9. Related work

Control of internal timing channels has been studied from different perspectives, and several papers have explored a language-based approach. Low observational determinism [16, 37] can control these channels by eliminating dangerous races.

External timing channels are harder to control. Much prior language-based work on external timing channels uses simple, implicit models of timing, and no previous work fully addresses indirect dependencies. Type systems have been proposed to prevent timing channels [33], but are very restrictive. Often (e.g., [28, 30, 32, 33]) timing behavior of the program is assumed to be accurately described by the number of steps taken in an operational semantics. This assumption does not hold even at the machine-language level, unless we fully model the hardware implementation in the operational semantics and verify the entire software and hardware stack together. Our approach adds a layer of abstraction so software and hardware can be designed and verified independently.

Some previous work uses program transformation to remove indirect dependencies, though only those arising from data cache. The main idea is to equalize the execution time of different branches, but a price is paid in expressiveness, since these languages either rule out loops with confidential guards (as in [3, 6, 15]), or limit the
number of loop iterations [10, 23]. These methods do not handle all indirect timing dependencies; for example, the instruction cache is not handled, so verified programs remain vulnerable to other indirect timing attacks [1, 2, 34].

Secure multi-execution [12, 17] provides timing-sensitive noninterference but is probably less restrictive than the prior approaches discussed above. The security guarantee is weaker than in our approach: that the number of instructions executed, rather than the time, leaks no information for incomparable levels. Extra computational work is also required per security level, hurting performance, and no quantitative bound on leakage is obtained.

Though security cannot be enforced purely at the hardware level, hardware techniques have been proposed to mitigate timing channels. Targeting cache-based timing attacks, both static [25] and dynamic [35] mechanisms, based on the idea of partitioned cache, have been proposed. Such designs are ad hoc and hard to verify against other attacks. For example, Kong et al. [19] show vulnerabilities in Wang’s cache design [35]. Recent work by Li et al. [21] introduces a statically verifiable hardware description language for building hardware that is information-flow secure by construction. This work could complement our own.

10. Conclusions
Timing channels have long been considered one of the toughest challenges in computer security. They have become more of a concern as different computing systems are more tightly intermeshed and code from different trust domains is executed on the same hardware (e.g., cloud computing servers and web browsers).

Solving the timing channel problem requires work at both the hardware level and the software level. Neither level has enough information to allow accurate reasoning about timing channels, because timing is a property that crosses abstraction boundaries.

The new abstraction of read and write labels makes a useful step toward allowing timing channels to be controlled effectively at the language level. The corresponding security properties help guide the design of hardware secure against timing attacks.

For programs where timing channels cannot be blocked entirely, predictive mitigation can be incorporated at the language level. The security guarantees of this language-level enforcement have been proved formally: the performance characteristics of the enforcement mechanism have been studied experimentally and appear promising.
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