Validating Interior Gateway Routing Protocols via
Equivalent Topology Synthesis

Bing Shui Yufan Zhou Jielun Wu
State Key Laboratory for Novel State Key Laboratory for Novel State Key Laboratory for Novel
Software Technology Software Technology Software Technology

Nanjing University
Nanjing, Jiangsu, China
bingshui@smail.nju.edu.cn

Baowen Xu
State Key Laboratory for Novel
Software Technology
Nanjing University
Nanjing, Jiangsu, China
bwxu@nju.edu.cn

Abstract

Routers, relying on routing protocols to determine how data pack-
ets travel across the Internet, serve as the backbone of modern
networks. Vulnerable routing protocols can lead to serious conse-
quences, including data leaks and network congestion. This work
focuses on validating the implementation of a key class of rout-
ing protocols known as Interior Gateway Protocols (IGPs). Unlike
communication protocols such as TCP/IP, which define structured
data packets and state machines to facilitate communication, IGPs
are designed to automatically manage the network topology. Thus,
conventional techniques, which primarily focus on communication
correctness, cannot be applied directly to IGPs. We propose ToDIFF,
a differential validation technique to uncover IGP bugs in three
steps: (1) it uses a network generation algorithm to create random
yet valid IGP networks, (2) it applies a semantics-guided program
synthesizer to generate equivalent topological programs, and (3)
it simulates the network via the equivalent topological programs,
with any discrepancies suggesting the presence of a potential bug.
We have evaluated ToD1FF on the implementation of two common
IGP protocols, OSPF and IS-IS. The results demonstrate that TODIFF
outperforms existing approaches. To date, our tool has successfully
identified 26 bugs, all confirmed or fixed by developers.
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1 Introduction

Unlike communication protocols such as TCP/IP, routing protocols
aim to automatically manage network topology, establish routing
tables, adapt to network changes, and ensure robust network con-
nectivity. Given the critical role routing protocols play, any vulnera-
bilities in their implementations may lead to severe disruptions. For
instance, in 2018, attackers exploited such a vulnerability to redirect
traffic intended for Amazon’s cloud service to a malicious IP ad-
dress, causing users to lose at least $150,000 [41]. Thus, it is crucial
to validate the correctness of routing protocol implementations.

Existing Works. Many existing works can validate routing proto-
col implementations, but are subject to various limitations. First,
if we treat routing protocol implementations as common software,
traditional methods, such as symbolic analysis [4, 6, 48, 52, 57],
fuzzing [18, 20, 24], and LLM-based analysis [51, 53] can be em-
ployed to detect general program defects like memory corruptions.
However, network protocol bugs usually manifest as subtle de-
viations from specifications rather than obvious crashes, making
their detection and analysis highly dependent on protocol-specific
insights — an area where traditional methods often fall short.

In contrast, many works, such as network protocol fuzzing,
e.g., [1, 29, 37, 44, 47, 49], differential analysis, e.g., [15, 16, 61],
integrate protocol-specific knowledge. The former generates and
mutates network packets within protocol constraints to explore
execution states, effectively identifying memory safety issues and
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packet-level errors. The latter heavily relies on multiple implemen-
tations of the same protocol and compares different implementa-
tions to detect bugs. However, both methods focus on detecting
bugs related to communication among multiple parties but ignore
problems in routing the communication messages. In other words,
the approaches discussed above are ineffective in validating routing
protocols, whose main functionality is not to exchange messages
but to build a proper topology for routing.

Regarding the main functionality of routing protocols, a few tech-
niques have been introduced, ranging from applying handcrafted
topology test suites [10, 11, 13] to automated testing or model-
checking techniques [25, 30, 31, 34, 35, 50, 56, 59, 60]. Manually
crafted test suites use predefined topology cases to validate specific
routing functionalities but often suffer from limited coverage and
miss edge cases. Although capable of generating diverse topolog-
ical structures for testing or model checking, existing automated
techniques still suffer from the notorious testing oracle problem.
For example, they have to rely on non-trivial manual efforts to build
testing oracles, i.e., manually compute the correct routing tables
and compare them to the ones derived from routing protocols.

Our Approach. To automate the validation procedure for rout-
ing protocols and address the testing oracle problem, this work
proposes ToDIFF, a differential testing technique to validate the
implementation of Interior Gateway Protocols (IGPs), a critical cat-
egory of routing protocols including OSPF [38] and IS-IS [5]. Our
key observation is that the same network topology can be estab-
lished via different but equivalent commands, which we refer to as
topological programs. As such, ToDIFF systematically synthesizes
multiple equivalent topological programs, which yield multiple net-
work topologies. Since the synthesized topological programs are
equivalent, any discrepancies in the outcome network topologies
indicate potential bugs in IGP implementations.

More specifically, TOD1FF works in three steps. First, a target
network with a random number of routers and a random topology
is generated by a dedicated algorithm. Despite being random, we
must follow certain constraints so that the outcome topology is
valid. Second, ToD1FF synthesizes multiple and equivalent topo-
logical programs that are expected to yield the target network. To
ensure equivalence and efficiency, we formally define the language
semantics and apply a semantics-guided program synthesizer that
is guaranteed to generate programs with bounded length. Third, by
entering the topological programs into the IGP implementations,
routers in the network will communicate with each other so that
a correct network topology (e.g., router tables in each router) can
be created at the end. Since it usually takes a long time for a topol-
ogy to be built, ToD1FF includes a series of heuristic yet effective
methods to facilitate the convergence of the topology building pro-
cedure, thereby improving the whole testing efficiency. Finally, we
compare the topologies derived from the topological programs to
find potential bugs in IGP implementations.

Contributions. Putting the three steps above together yields ToD-
IFF, a new differential analyzer capable of generating diverse net-
works and uncovering functionality errors in IGP implementations
via automated testing oracles. Our design significantly reduces the
testing complexity and makes ToDIFF practical for different IGP
protocols. In summary, we make the following contributions:
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Figure 1: An OSPF network containing 4 routers and 3 areas.

interface r@-ethe ip address 177.70.31.169/255.0.0.0
interface r@-ethe ip ospf area @

interface r@-ethl ip address 207.235.166.37/255.255.255.0
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Figure 2: An example of the topological program.

e We propose a novel differential testing framework to detect
hidden bugs in IGP implementations.

- It leverages a network generation algorithm that is capable
of producing random yet valid routing topologies among a
number of routers.

— It features a program synthesizer that can generate equiva-
lent topological programs with bounded length, under the
guidance of first-order-logic formulated semantics.

— It designs a series of heuristic methods to accelerate network
convergence and differentiate topologies, thus improving
the efficiency of testing.

e We implement our approach as a tool, namely ToDIFF, to val-
idate the correctness of multiple IGP implementations. Our
tool is efficient, as it can produce tens of topologies in one
minute and complete hundreds of differential analyses in one
hour. Our tool is also effective, as we have detected 26 zero-day
bugs in the FRRouting project [12], a widely used and mature
routing protocol suite for Linux and Unix platforms. In con-
trast, existing approaches fail to detect any of them. All the
bugs detected have been confirmed or fixed by the developers.
Notably, despite the extensive testing conducted on the proto-
col implementation, we uncovered some deeply hidden bugs
that had remained undiscovered for over 20 years. TODIFF is
publicly available at https://todiff.github.io/.

2 Preliminaries

IGP is a class of essential routing protocols that enable efficient
and secure routing within an autonomous system. By dynamically
detecting and adapting to network topology changes, IGPs such
as OSPF and ISIS help prevent routing loops and ensure reliable
data transmission, enhancing overall network integrity. Without
IGPs, networks would be more vulnerable to misconfigurations,
unauthorized access, and traffic disruptions. Thus, it is a critical
task to validate the correctness of IGP implementations. This sec-
tion provides preliminary background on IGPs, using OSPF as an
example. Other IGPs are similar to OSPF.
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Routers. A network often contains many interconnected routers,
denoted as r;. Each router r; has multiple interfaces ethj, denoted as
ri-eth;. Routers are connected via interfaces. In Figure 1, Router ro
and Router rq are connected via the interfaces ro-ethg and ry-ethy.

IP Address and Subnet Mask. For communication, each router
interface is assigned an IP address and a subnet mask, both 32-bit
integers, but often written as a.b.c.d where a, b, ¢, and d are the
first, second, third, and fourth 8 bits of an integer, respectively. Two
interfaces are in the same subnet if the subnet masks are the same
and the bitwise-and operation of the IP address and the subnet
mask yields identical values. For instance, 192.168.10.11/255.255.0.0
and 192.168.13.12/255.255.0.0 are in the same subnet because they
have the same result of the bitwise-and operation, 192.168.0.0, and
the same subnet mask, 255.255.0.0.

OSPF Network and Topological Program. OSPF, as a routing
protocol, helps routers build routing tables such that data packets
can travel from their source to the destination through the most
optimal or feasible routes. We refer to a network using OSPF as
an OSPF network. OSPF partitions a network into multiple areas,
say areay, areaj, areayp, ..., to simplify management and enhance
efficiency. Each area contains a subset of interconnected routers.
Figure 1 shows an OSPF network with four routers and three areas:
areaq consists of two routers, ro and ry; areaj consists of two routers,
ro and ry; and areay consists of two routers, r; and rs.

To enable area partitioning and the computation of routing ta-
bles, each router in the network installs an OSPF implementation,
which then reads a topological program, often provided by the net-
work administrators and reflecting how they want to configure the
network topology. Figure 2 shows a simple topological program
for Router ry. Lines 1-2 and Lines 4-5 respectively specify the IP
addresses of two interfaces, ro-eth and ro-ethy, as well as the areas,
areag and areaj, they belong to. Line 7 specifies that area; is of a
special type, namely NSSA, which is explained later.

According to the topological program, the network is automati-
cally partitioned into areas by the OSPF implementation installed
in each router. The routing information is also automatically com-
puted at both the intra- and inter-area levels. Within an OSPF area,
each router describes its known network topology in a data struc-
ture known as Link State Advertisement (LSA) and forwards LSAs
to its neighbor routers. Upon receiving LSAs from neighbors, a
router stores them in its link-state database and floods them to
other neighbors. This process continues until all routers in the area
have an identical view of the area’s topology. In other words, each
router finally knows how routers are connected in the area.

At the inter-area level, routers at the boundary of an area, known
as Area Border Routers (ABRs), e.g., ro and r; in Figure 1, summarize
and distribute information about one area’s topology to other areas.
As such, an area can have an overview of other area’s topology to
facilitate data packet transmission across different areas.

To sum up, an OSPF network consists of inter-connected routers
with necessary topological information, such as the router types,
area types, and other parameters such as the IP address and the
cost of each router interface. An OSPF network can be described
by a set of topological programs for each router in the network.

OSPF Areas. There are multiple special areas in an OSPF network.
We use areag to denote the area that connects all other areas. An
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int ospf_area_nssa_unset(...) {

auto *area = ospf_area_lookup_by_area_id(ospf, area_id);

area->NSSATranslatorRole = OSPF_NSSA_ROLE_CANDIDATE;

if (area->NSSATranslatorState == OSPF_NSSA_TRANSLATE_ENABLED)
ospf_asbr_status_update(ospf, --ospf->redistribute);

area->NSSATranslatorState = OSPF_NSSA_TRANSLATE_DISABLED;

+
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+

Figure 3: A bug in an OSPF implementation.

OSPF network ensures the existence of areag. As demonstrated in
Figure 1, areag connects area; and areay.

An area could be a normal area, e.g., areag and areay in Figure 1,
or of special types. For example, area; is of a special type known as
NSSA, which does not forward complete topological information
to other routers so as to reduce the workload.

OSPF LSAs. Routers maintain the topological information they
have known in a data structure known as Link State Advertisement
(LSA). As discussed before, routers exchange LSAs so as to have a
complete view of the network topology. An LSA could be of special
types. For instance, an external LSA (ExLSA) describes the topology
of the network outside the OSPF network. In Figure 1, Router rp and
Router r3 forward EXLSA to other routers such that other routers
have a view of the external world. Particularly, EXLSA traveling in
a normal area is a Normal ExLSA, which is different from the one
propagated in an NSSA area, i.e., NSSA ExLSA.

OSPF Routers. Routers in an OSPF network may be of different
types. In addition to Area Border Routers (ABRs), which connect
multiple areas, ASBR is the other important category of routers
in an OSPF network. Usually, an ASBR, e.g., ra and r3 in Figure 1,
connects an OSPF network to the external world. However, some
special routers are automatically designated as ASBRs to complete
some special functionalities. For instance, in Figure 1, Router ry is
set to ASBR such that it can translate the NSSA ExLSA into Normal
ExLSA and forward the ExLSA to the normal area areay.

3 Motivation and Overview

This section discusses a real-world bug detected by our tool, which
shows the limitations of existing works and the merits of ToDIFF.

3.1 Motivation

Bug Example. Let us study a zero-day bug found by our tool
in an OSPF implementation from the FRRouting protocol suite, a
widely used and mature routing protocol suite for Linux and Unix
platforms [12]. Unfortunately, the bug has been hidden for 22 years
due to the lack of effective validation techniques.

Consider the OSPF network in Figure 1. The bug happens when
areay is set to NSSA and then switched back to a normal area. Like
Router ry in areaj, when areay is set to NSSA, Router r; becomes
an ASBR so that it can translate NSSA ExLSA into Normal EXLSA.
When area; is switched back to a normal area, the translation is no
longer needed. Thus, Router ry is no longer an ASBR, either. How-
ever, the OSPF implementation fails to cancel its role as an ASBR.

If we look into the OSPF implementation in Figure 3, we can
find that the task of canceling an NSSA area is in the function
ospf_area_nssa_unset. The function misses Lines 5-6, which up-
dates router to the correct role. This bug may lead to a series of
network problems. For example, the bug forces ABR to generate
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Figure 4: The overall workflow of ToD1FF.

unnecessary LSAs, which then spread widely throughout the net-
work and increase the overhead of LSA propagation. In some cases,
external network traffic may be misdirected to this false ASBR,
resulting in a traffic black hole that drops all traffic destined for a
specific destination, or even more severe network issues.

Limitation of Existing Works. General bug detection techniques
such as symbolic analysis [4, 6, 48, 57] and fuzzing [18, 20] struggle
to detect this bug because this bug relates to the OSPF specification
rather than conventional vulnerabilities like memory corruptions.
For example, missing Lines 5-6 in Figure 3 does not violate any
memory safety property. Thus, the aforementioned techniques for
general software bugs do not work.

Existing works such as network protocol fuzzers [1, 29, 37, 44],
differential analyzers [15, 16, 61], and model checkers [2, 9, 39, 40]
integrate protocol-specific knowledge to identify bugs. However,
these methods primarily focus on issues related to network packet
transmission or protocol state transition, treating the process of
establishing network topology as a black box. As a result, they are
incapable of identifying topology establishment errors, such as the
one in the motivating example.

As discussed in Section 1, although there are a few approaches
to testing routing protocols, they heavily depend on manual efforts
to either construct different topologies [10, 11, 13] or build testing
oracles [3, 21-23, 34, 56]. This labor-intensive procedure is error-
prone and easy to miss scenarios that should be thoroughly tested.
Consequently, this bug had been kept in the OSPF implementation
for 22 years before we detected it.

3.2 ToDr1rFF in a Nutshell

Our approach, ToDIFF, has three key advantages over existing meth-
ods. First, our approach is specially designed for routing protocols
and aims to detect bugs during topology establishment. Second, our
approach does not rely on predefined topologies but randomly gen-
erates diverse network topologies for testing. Third, our approach
does not rely on manual efforts to build testing oracles but applies
differential testing to address the oracle problem.

Despite these advantages, the practical implementation of ToD-
IFF must still overcome several network-related challenges. Next,
following the workflow shown in Figure 4, we walk through each
step of our approach, demonstrating how it identifies the bug in
the motivating example and discussing our strategies to address
these challenges. Again, we use OSPF as an example. Other IGPs
follow similar methodologies.

Step 1: Generating Random yet Valid OSPF Network. The
first step is to generate a random yet valid OSPF network. While
randomness ensures the diversity of scenarios in which we test
OSPF implementations, validity ensures that the generated OSPF
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Figure 5: (a) A random yet invalid network. (b) A valid net-
work generated by ToDIFF.

network can be used for testing purposes. The next step will syn-
thesize multiple equivalent topological programs to specify this
generated network.

Although it seems straightforward to generate a random graph
where each node denotes a router and each edge represents the
link between routers, such an approach could often produce invalid
OSPF networks. For instance, recall that OSPF partitions a network
into multiple areas, and all areas must be connected to areay. If we
randomly generate a graph like Figure 5(a) and randomly partition
it into four areas, none of the four areas can play the role of areag
because there must exist a disconnected area. In addition to the
area constraint, there are also multiple other constraints a valid
OSPF network must follow. Thus, the challenge below arises:

Challenge 1: How can we systematically generate random yet valid
OSPF networks?

To satisfy the area constraint discussed above, we do not directly
generate an OSPF network but randomly generate a list of OSPF
areas, among which we randomly select one as areag. All other
areas are then connected to areag and are also randomly connected
to each other. Figure 5(b) shows an example where the four areas are
independently produced by a random graph generation algorithm,
each with 4, 3, 3, and 5 routers. When connecting two areas, the
area border routers are merged into one. Section 4 will detail how
other constraints (e.g., IP address constraints) an OSPF network
should follow are satisfied.

Step 2: Synthesizing Equivalent Topological Programs. Given
the target network generated by Step 1, this step generates multiple
equivalent topological programs describing the target network.
For example, let us consider the OSPF network in our motivating
example (see Figure 1). We can generate two topological programs
for Router rq as shown in Figure 6. Figure 6(a) does not set the type
of areay. Thus, it is a normal area by default. In Figure 6(b), area
is designated as an NSSA area at Line 8, which is then canceled
at Line 9. Thus, the semantics of the two topological programs
are equivalent but may lead to different router behaviors, thereby
helping us find bugs in the next step.

However, unlike the simple example, a real-world topological
program can be highly complex, comprising a large variety of com-
mands with different semantics. This complexity introduces a sig-
nificant challenge:

Challenge 2: How can we generate equivalent topological programs
consisting of a rich set of commands?
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. /* Program (a) */
interface ri-eth@ ip address 177.70.31.170/255.255.255.0
interface ri-eth® ip ospf area ©

. interface rl-ethl ip address 207.215.156.37/255.255.255.0
. interface rl-ethl ip ospf area 2

AV A WNR

. /* Program (b) */
interface ri-ethe ip address 177.70.31.170/255.255.255.0
interface ri-eth® ip ospf area 0

interface ril-ethl ip address 207.215.156.37/255.255.255.0
interface ril-ethl ip ospf area 2

. router ospf area 2 nssa
. router ospf no area 2 nssa

VWONOUAWNR

Figure 6: An example of the equivalent topological programs.

To address the challenge, we describe the target OSPF network
as a first-order logic constraint, denoted as ¢, and formally define
the semantics of each command in the topological program via
first-order logic, too. With the semantics in hand, we can generate
a sequence of random commands, say cy, ¢z, . . ., cp, and compute
the aggregate semantics, denoted as a constraint ¢. With careful
guidance, ToDIFF generates a topological program (i.e., a command
sequence) with semantics ¢ such that n is less than a predefined
constant and ¢ = . In other words, the length of the synthesized
topological program is bounded and it has equivalent semantics as
the target OSPF network. More details can be found in Section 4.

Step 3: Determining Network Convergence and Differenti-
ating Results. We enter the synthesized topological programs
into the OSPF implementations (which are installed in the routers),
routers will start to exchange topology information and build rout-
ing tables. Our goal is to compare the running results (e.g., the
routers’ status) of multiple equivalent topological programs. Any
inconsistencies between the running results imply possible bugs
in the OSPF implementations. Note that we often have to wait for
a long time until the network converges, i.e., all routers have a
complete view of the whole network and have successfully built
the routing table. Comparing the intermediate results before net-
work convergence is not meaningful. Thus, to improve the testing
efficiency, we have to address the following challenge.

Challenge 3: How can we determine and accelerate the convergence
of an OSPF network?

Since the OSPF specification does not provide a standard way
to determine network convergence, we provide a few heuristic
methods to determine and speed up network convergence by, for
example, checking if all routers have successfully established con-
nections to their neighbors. We provide more details in Section 4.

In the motivating example, after separately running the two
equivalent topological programs generated in Step 2 and confirming
the network converges according to the above rules, we observe
that Router r; demonstrates inconsistent status — one indicates that
Router r; is an ABR, while the other says it could be both ABR and
ASBR. This inconsistency implies a bug in the OSPF implementation
and helps us locate the buggy code in Figure 3.
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4 Design: OSPF as an Example

This section formally details the three steps in TODIFF: generating
random yet valid networks (Section 4.1), synthesizing equivalent
topological programs (Section 4.2), as well as determining network
convergence and differentiating results (Section 4.3). Note that
while this section uses OSPF as an example, the methodology is
general for other IGPs.

4.1 Step 1: Network Generation

The first step of our approach is to generate a random yet valid
network. This includes a physical network and configurations that
adhere to Ethernet protocols and routing protocol specifications. A
valid network ensures that routing functionalities can be correctly
activated. Below, we use a graph model to define a valid network
and detail the random network generation algorithm.

4.1.1  Valid Networks. Formally, we define a valid network running
routing protocols as below.

Definition 4.1 (Network). A network is an undirected graph, G =
(ILL,R), where I = {ethg, ethy, ...} is a set of Ethernet interfaces
and L C IxIis a set of links between the interfaces. R = {rg,r1,...}
denotes a set of routers in the network. A router r; € R may contain
multiple interfaces, denoted as V(r;) C I, and an interface can only
belong to one router.

A valid network has to satisfy the following constraints, namely,
unique IP address and subnet consistency, given that ip(eth;) and
mask(eth;) represent the IP address and subnet mask, respectively.

Constraint 1: Unique IP Address. This constraint requires that
each interface has an IP address different from all others in a net-
work G = (IL,R):

Y eth;,eth; € I:ip(eth;) # ip(eth;).

Constraint 2: Subnet Consistency. This constraint requires that
the interfaces at the two ends of a link are in the same subnetwork:

V(eth;, eth;) € L : ip(eth;) & mask(eth;) = ip(eth;) & mask(eth)
A mask(eth;) = mask(eth;),
where & denotes the bitwise-and operation.

When applying a specific routing protocol like OSPF, an interface
will have more attributes, including but not limited to the following:

o area(eth;): the area the interface belongs to (recall that OSPF
partitions a network into multiple areas).

e area_type(eth;): the type of the area the interface belongs to
(recall that an area could be a normal area, an NSSA area, etc.).

e hello(eth;): the time interval at which a router sends a Hello
message to its neighbor via the interface. Routers in an OSPF
network send Hello messages periodically to their neighbors
to maintain connectivity.

e dead(eth;): the time interval at which a router considers the
neighbor to be down. Routers in an OSPF network consider
their neighbor is down after this time interval without receiv-
ing a hello message from their neighbor.

e cost(eth;): the cost measures the resource consumption to send
data via this interface, which is used for traffic optimization.
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At the same time, additional constraints (discussed below) should
be satisfied to keep an OSPF network valid. Note that, to ease
discussion, we present the most important constraints.

Constraint 3: Area Consistency. This constraint requires that
interfaces at the two ends of a link are in the same area:

V(eth;,eth;) € L : area(eth;) = area(eth;).

Constraint 4: Area Connectivity. This constraint requires that
interfaces in the same area should be interconnected:

area(ethg) = area(eth,) = 3 (ethg, ethy,...,eth,),reR:
area(eth;) = area(ethg)
A (ethi,ethiﬂ € V(l’) \Y (ethi, ethi+1) € L).

Constraint 5: Existence of Area 0. Recall that a valid OSPF net-
work ensures the existence of a special area, namely areao:

Jeth; € I: area(eth;) = areag A area_type(eth;) = normal.

Constraint 6: Connecting to Area 0. Recall that a valid OSPF
network requires all areas other than areag to connect to areag via
at least one router:

Vareay # areap, r € R, eth;,eth; € V(r) :

area(eth;) = areay A area(eth;) = areag.

Constraint 7: Time Interval Consistency. Given two connected
interfaces in an OSPF network, the hello and dead intervals of the
two interfaces must be the same:

V(eth;,eth;) € L : hello(eth;) = hello(eth;)
A dead(eth;) = dead(ethj).

4.1.2  Random Network Generation. Algorithm 1 shows our ap-
proach to generating a random yet valid OSPF network satisfying
the seven constraints discussed before. Basically, the algorithm
can be split into three parts (Line 2, Lines 3-6, and Lines 7-8). The
first part (Line 2) is to generate random OSPF areas. Each area
is created by invoking the procedure in Lines 10-18. Lines 11-12
created random links, each connecting two interfaces, as illustrated
in Figure 7(a), where each square is an interface. Lines 13-16 merge
interfaces to form a router (recall that a router consists of multiple
interfaces), as illustrated in Figure 7(b). In this procedure, we should
ensure that all routers are interconnected, satisfying Constraints
3 and 4. Line 17 names the area as area; and specifies the type
of area, where k is an input integer ranging from 0 to a random
positive integer. When k = 0, areag, which must be a normal area,
is created to satisfy Constraint 5.

The second part (Lines 3-6) connects the areas by invoking the
procedure at Line 19, as exemplified in Figure 7(c). Particularly,
Lines 3-4 ensure that all areas other than area( are connected to
areay, satisfying Constraint 6. Lines 5-6 randomly connect other
areas. The third part (Lines 7-8) is straightforward, which is to as-
sign random attributes to routers’ interfaces, satisfying Constraints
1, 2, and 7. For instance, if we assign an IP address to an interface,
the IP address cannot be assigned to others.
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Algorithm 1: OSPF Network Generation.

1 procedure gen_ospf_network()

2 G « {G; = (I;,L;,R;) : G; « gen_ospf_area(i) fori =0,1,2,... };
3 foreach G; € Gandi # 0 do

4 | con_ospf_area (Gi, Go);

5 for random times do

6 | con_ospf_area (G, G;) where i # j;

7 foreach interface eth in G do

8 assign ip(eth), mask(eth), hello(eth), dead(eth) with respect to
Constraints 1, 2, and 7;

9 return G;

10 procedure gen_ospf_area(k)

11 I « arandom set of interfaces;

12 L « arandom subset of I X I such that links do not share interfaces;

13 R« 0;

14 for random times until there’s a path between any pair of interfaces do

15 I’ « arandom subset of I such that all interfaces in I’ are from
different links and have not been assigned to a router;

16 Re—RU{r};V(r) «T;

17 Veth € I: area(eth) « areag;area_type(eth) « normal or nssa;
18 return G = (LL,R);

19 procedure con_ospf_area(G;, G;)
20 randomly pick two routers from G; and G, respectively;
merge the two routers into one;

L areal ™ gmareal

@) ®) ©

Figure 7: Example to show the network generation algorithm.

4.1.3  Extensions. We provide a simplified network model above to
simplify the explanations of our approach. In practice, it can be eas-
ily extended to include network devices, such as switches and hosts.
Unlike a link connecting two interfaces, a switch can be regarded as
a special link connecting more than two interfaces, forming a subnet.
As such, Constraint 2 should be rewritten as V eth;, eth; € subnet :
ip(eth;) & mask(eth;) = ip(eth;) & mask(ethj) A mask(eth;)
= mask(eth;). In addition to switches, hosts can be viewed as
special routers that do not run OSPF.

It is also easy to extend our network model to other IGPs, such
as IS-IS. Section 5 reports our experimental results on both OSPF
and IS-IS, the two most popular IGPs.

4.2 Step 2: Topological Program Synthesis

Given a random yet valid network generated in Step 1, Step 2
generates multiple equivalent topological programs to specify this
network, via a novel semantics-guided program synthesis. This sub-
section consists of two parts, explaining the syntax and semantics
of each command in a topological program (Section 4.2.1) and the
program synthesis algorithm (Section 4.2.2), respectively.
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Program := Command+
Command := Router | Interface
Router := router ospf no? RouterSubCmd
RouterSubCmd := area <num> nssa
| network <ip>/<mask> area <num>
Interface := interface <r;j-eth;> no? InterfaceSubCmd
InterfaceSubCmd :=  ip address <ip>/<mask>

| ip ospf area <num>
| ip ospf cost <num>
| ip ospf hello-interval <num>
| ip ospf dead-interval <num>

<ip>, <mask>, <num> € {0,,2,... }U{T}

Figure 8: Syntax of a Topological Program.

4.2.1 Syntax and Semantics of a Topological Program. Each IGP
implementation provides certain commands to control the network
topology. Although the commands may differ, they follow a sim-
ilar syntax. Figure 8 illustrates an abstract syntax of topological
programs for OSPF.

Basically, a topological program is a list of commands as demon-
strated by the first rule in the grammar. To ease the explanation,
the syntax is simplified to include a subset of important commands:
either a router command or an interface command. A router com-
mand can control all interfaces and other information of a router
while an interface command controls a single interface. In these
commands, <ip>, <num>, and <mask> are all integers with a special
value T meaning an undefined value.

A router command starts with the keywords “router ospf” or
“router ospf no”, followed by a sub-command. Assume <num> = k.
A sub-command in the simplified syntax could update the type of
an area, i.e., areag, to a special type, namely NSSA, or specify that
all interfaces, eth;, satisfying ip(eth;) & <mask> = <ip> & <mask>,
belongs to areag. If a router command contains the keyword “no”,
it performs an inverse operation of the sub-command. For instance,
Line 9 in Figure 6 is a router command that cancels areay’s role as
an NSSA. The detailed semantics of a router command are listed in
Table 1 (see ID 1-4).

An interface command configures the interface eth; of the router
ri. The corresponding sub-commands sets the IP address, area, cost,
hello interval, and dead interval, respectively. A typical example is
illustrated in Figure 6, where Lines 1-2 set the IP address of the inter-
face rq-ethg. Similar to a router command, if an interface command
contains the keyword “no”, it performs an inverse operation of the
sub-command. The detailed semantics of an interface command are
listed in Table 1 (see ID 5-14).

In a topological program, the effects of a command c; occurring
before the other cj could be covered by the effects of c;. More
complicated, the effects of a command could cover the partial effects
of multiple commands. For instance, in Figure 9, Lines 2, 5, and 8 set
the areas of the interfaces ethg, ethy, and eths to areay, areag, and
areay, respectively. Line 10 affects all three interfaces — because all
three IP addresses start with 177 — and changes the areas to areay,
areay, and areag, respectively. Line 11 only changes the areas of eth
and ethy to area; because their IP addresses start with 177.235.166
while the IP address of ethy does not. Finally, the areas of the three
interfaces are areay, areaj, and areaj, respectively.
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1. interface ro@-ethe ip address 177.70.31.169/255.0.0.0

2. interface ro-ethe ip ospf area 1

3.

4. interface ro-ethl ip address 177.235.166.37/255.255.0.0
5. interface ro-ethl ip ospf area 0

6.

7. interface r@-eth2 ip address 177.235.166.38/255.255.0.0
8. interface r@-eth2 ip ospf area @

9.

10. router ospf network 177.0.0.0/255.0.0.0 area 2
11. router ospf network 177.235.166.0/255.255.255.0 area 1

Figure 9: Example to explain some complicated commands.

Algorithm 2: Topological Program Synthesis for a Router.

1 procedure synthesize_program(yy = ¢1 Ao A -+ A Pn)
2 Ue—{¢1¢2....0n}

3 S « 0;

4 P « empty list;

5 while U # 0 do

6 ¢ « select_command(U, S) ;

7 L add command c to the tail of P;

/* Alg. 3 %/

8 return P;

In practice, there are many complicated commands as above.
Although the syntax used in this section is simplified to ease expla-
nation, it covers sufficient and non-trivial cases we often encounter
in practice. In the next part, we use the semantics of these com-
mands to guide equivalent program synthesis.

4.2.2  Equivalent Program Synthesis. Given a valid network gener-
ated by Step 1, we now synthesize multiple equivalent topological
programs for each router in the network. Each synthesized pro-
gram should drive a router to the expected status in the network.
The expected status of a router can be formulated as a conjunctive
first-order logic formula, ¥ = A;¢;, where each ¢; specifies the
value of router interfaces’ attributes. For instance, Step 1 may gen-
erate the network in Figure 1, where ry is expected to satisfy ¢ =
ip(ethg) = 177.70.31.169 A mask(ethg) = 255.0.0.0 A area(ethg) =
areag A area_type(ethg) = normal Aip(ethy) =... A....

As such, we send the target constraint ¢ of a router to Algo-
rithm 2 such that it synthesizes a random program, which can
drive the router to the expected status denoted by i. Invoking
Algorithm 2 multiple times yields multiple equivalent programs.
Lines 2-3 of Algorithm 2 creates two sets, U representing the target
constraints we expect to satisfy but have not been satisfied, and S
is a set of constraints we expect to satisfy and have been satisfied.
Clearly, the set U contains all ¢; in the target constraint . Line
4 initializes an empty command list to represent the synthesized
topological program. Each iteration in the follow-up loop (Lines
5-7) produces one command until U = (), meaning that all expected
constraints have been satisfied.

Algorithm 3 presents the procedure of command selection in-
voked at Line 6 of Algorithm 2. This is the key part of our program
synthesis, which guarantees the synthesis procedure can terminate
by generating a program whose length is bounded.

Termination Guarantee. Line 2 of Algorithm 3 selects a random
command, and Line 3 checks if this command is good enough via
Algorithm 4. The criteria of a good command are discussed later. If
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Table 1: Command Semantics for Router r;.

ID | Command ¢ ‘ Semantics [[c]|

1 router ospf  area <num> nssa Veth; € V(r;),area(eth;) = <num> : area_type(eth;) = nssa

2 | router ospf no area <num=> nssa Veth; € V(r;),area(eth;) = <num> : area_type(eth;) = normal (by default)
3 | router ospf  network <ip>/<mask> area <num> Veth; € V(r;),ip(eth;) & mask(eth;) = <ip> & <mask> : area(eth;) = <num>
4 | router ospf no network <ip>/<mask> area <num> Veth; € V(r;),ip(eth;) & mask(eth;) = <ip> & <mask> : area(eth;) = T

5 | interface <r;-eth;>  ip address <ip>/<mask> ip(eth;) = <ip> A mask(eth;) = <mask>

6 interface <r;-eth ;> no ip address <ip>/<mask> ip(eth;) = T A mask(eth;) = T

7 interface <r;-eth;>  ip ospf area <num> area(ethj) = <num>

8 | interface <r;-eth;>no ip ospf area <num> area(eth;) = T

9 | interface <rj-eth;>  ip ospf cost <num> cost(eth;) = <num>

10 | interface <r;-eth ;> no ip ospf cost <num> cost(eth;) = 10 (by default)

11 | interface <r;-eth;>  ip ospf hello-interval <num> | hello(eth;) = <num>

12 | interface <r;-eth ;> no ip ospf hello-interval <num> | hello(eth;) = 10 (by default)

13 | interface <r;-eth;>  ip ospf dead-interval <num> | dead(eth;) = <num>

14 | interface <r;-eth ;> no ip ospf dead-interval <num> | dead(eth;) = 40 (by default)

Algorithm 3: Command Selection for Program Synthesis.

Algorithm 4: Command Check for Program Synthesis.

1 procedure select_command(U, S)

2 ¢ « randomly generate a command;

3 if check_command(S, ¢) = Good then

4 foreach ¢ € U do

5 | if[c] = ¢thenU U\ {¢};S « SU{¢};

foreach ¢ € S do
| if [c] A ¢ =falsethenU U U {$};S « S\ {¢};

8 return c;

[N

9 else

10 ¢ « random constraint from U;

11 ¢ < generate one command to satisfy ¢;
12 U—U\{¢}S<Su{s}

13 return c;

a command is good enough, we choose this command and update
U and S at Line 4-8. In detail, Lines 4-5 move a constraint ¢ from
U to S if ¢ is satisfied by the command, i.e., [¢]] = ¢. Recall that
[c] denotes the constraint a command implies and is listed in
Table 1. Similarly, Lines 6-7 move a constraint ¢ from S to U if ¢ is
dissatisfied by the command, i.e., [c]] A ¢ = false.

If a command is not good enough, Line 10 randomly selects
a constraint from U. Lines 11-12 generate a command to satisfy
this constraint and move it from U to S. Note that we can always
generate a command to satisfy a given constraint. As an example,
the second command in Figure 9 can always set the area of interface
ro-ethg to areay.

As for the criterion of a good enough command, Algorithm 4
provides a solution. In the algorithm, we check if the command
c will dissatisfy a constraint ¢ in S at Line 3. If so, the constraint
¢ will be moved from S to U, which is not an expected operation
because the goal of our algorithm is to satisfy constraints in U (i.e.,
reduce the size of U). Thus, Line 3 also checks the other condition,
i.e., #(§) > k, where #(¢) denotes the times of we move ¢ into U
and k is a predefined upper bound of #(¢).

As such, the algorithm keeps a trend that constraints are moved
from U to S. In other words, U will gradually decrease in size until
it becomes an empty set, jumping out of the loop in Algorithm 2
and terminating the algorithm.

1 procedure check_command(S, ¢)
2 foreach ¢ € S do
3 L if [c]] A ¢ = false and #(¢p) > k then

4 L return Bad;

5 return Good;

Example 4.2. Assume U = {¢1, ¢} and S = {} at the beginning
of the program synthesis procedure, i.e., Algorithm 2. Our goal is to
generate commands to satisfy ¢ and ¢, thereby moving them from
U to S. If we always generate random commands, e.g., ¢1, ¢2,¢3, . . .,
the constraint ¢; could be satisfied by cy, ¢3, cs, ... and dissatisfied
by ¢, c4, cs, - - .. Consequently, ¢ is constantly moved between the
two sets, and there may be no chance for ¢, to be moved out of U.

In our algorithm, we limit the times, i.e., k, of moving ¢ from S to
U. For instance, if k = 1, after generating at most three commands
(one moving ¢ from U to S, one moving from S to U, and one from
U to S again), we cannot dissatisfy ¢; any longer and, thus, have
a chance to generate commands for ¢, thereby clearing the set U
and terminating the algorithm.

LEmMmaA 4.3. Algorithm 2 can always terminate.

Boundedness Guarantee. Recall the previous example and that k
is a predefined constant limiting the times of moving a constraint
¢ from S to U. Thus, we generate at most 2k + 1 commands to
move one constraint ¢ from U to S. That is to say, we generate at
most (2k + 1)|U| commands to move all constraints from U to S,
synthesizing a program of length at most (2k + 1)|U].

LEMMA 4.4. The length of a synthesized program is up to (2k +
1)|U|, where k is a predefined constant.

Putting the previous two lemmas together, we have the following
theorem to conclude our program synthesis algorithm.

THEOREM 4.5. Algorithm 2 can always terminate by synthesizing
a topological program whose length is up to (2k + 1)|U|, where k is a
predefined constant.
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4.3 Step 3: Differential Analysis

The third step is to input the synthesized topological programs into
the routers, which then communicate with each other to exchange
topological information until all routers compute complete routing
tables. After the network converges, we compare the execution
results of equivalent topological programs. Any inconsistency in
the execution results indicates potential bugs.

4.3.1 Network Simulation. To facilitate the testing procedure, we
do not use physical routers and networks. Instead, the routers, as
well as the networks, are simulated by the open-sourced Mininet
framework [27]. Mininet also allows us to install different routing
protocol implementations into the simulated routers.

We then input the synthesized topological programs into the
routers such that the protocol implementations can run the topo-
logical programs. The entire program is randomly split into several
subsequences. At random intervals, a subsequence is entered until
the entire program has been input. This is because a command may
take some time to take effect. If commands are entered too quickly,
earlier commands may be overwritten by later ones before they
have had a chance to take effect.

4.3.2 Determining & Accelerating Network Convergence. After in-
putting the topological programs into the routers, it usually takes
some time for the routers to exchange information and calculate
routing data. We have to wait until this procedure is completed,
i.e., the network converges — all commands in the topological pro-
grams have been executed, and all routers finish computing the
routing table. Checking the intermediate status of the network
is less meaningful for differential testing because a network may
converge through different intermediate statuses.

Unfortunately, it is challenging to determine if a network con-
verges because the specification of routing protocols, e.g., OSPF,
does not explicitly define how to determine and speed up network
convergence. To address this challenge, we use a few heuristic meth-
ods to estimate and accelerate convergence, as discussed below. The
effectiveness of these methods is proven in our experiments, as dis-
cussed in Section 5.

Strategy 1: Neighbor Establishment. Like the TCP [14] hand-
shake process, each router running OSPF maintains a state machine
when it connects to another router. When the state machine reaches
a final (a.k.a., terminated) state, the connection completes. Thus, to
determine if a network converges, we check all routers’ neighboring
states to see if the states have been set to the final states.

Strategy 2: LSA Exchange. Recall that routers exchange LSAs to
build routing tables. When a network converges, all LSA transmis-
sion queues in routers should be empty, meaning that a router no
longer needs to exchange LSAs with others. Thus, we check if LSA
transmission queues are empty to determine network convergence.

Strategy 3: Immediate Routing Calculation. By default, a router
may calculate its routing table after some time to collect multiple
LSAs from other routers. To speed up network convergence, we let
all routers compute their routing table immediately after receiving
an LSA from other routers.

Strategy 4: Time Interval Reduction. To establish a connection
to neighboring routers and exchange LSAs, a router sends a packet,
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Table 2: Differential Oracle in Five Groups.

Group

Fields ‘ Description

1. Commands Effective commands in a topological program

IfAddress

IP address of the interface
If Type Interface type (e.g. broadcast, point-to-point, etc.)
2. Interfaces IfArea Area the interface belongs to
IfCost Cost of the interface
NbState State of a neighboring router

NbPriority | Priority of the neighbor in the connection

3. Neighbors NbRole Role of a neighbor, e.g., ABR, ASBR

NbLXRe Length of neighbor’s retransmission packet list
LsaOption | Various options of a router
LsaFlags Router’s role, e.g., ABR, ASBR
4. LSAs LsaType Types of the LSA
LsalD ID of the router sending the LSA
RtDst Destination address of the route
RtCost Cost to reach the destination address
5. Routes RtNxtHop | Next router in the route to the destination
RtIntf The interface via which a packet should be sent out

e.g., a Hello/LSA packet, to its neighbors periodically, e.g., every
n seconds. Since n > 5 by default in most cases, which is too long
and slows down network convergence, we set n = 0.5 to speed up
convergence as well as the whole differential testing procedure.

4.3.3 Differential Analysis. After running multiple equivalent topo-
logical programs, we collect the execution results from each router
and compare the execution results derived from equivalent topolog-
ical programs. In practice, there are a lot of execution results but not
all of them can be used in differential analysis. For example, each
router maintains the routing information as a database of LSAs and
the age of each LSA (i.e., when an LSA is created). The ages of an
LSA across different executions may differ, but the core contents
of LSAs should be the same. Thus, in the differential analysis, we
do not compare the LSA ages but other information that should
be the same across different executions, which we refer to as the
differential oracles.

Table 2 lists important differential oracles used in our approach,
which can be put into five groups. First, a router in an OSPF network
often outputs commands (from a topological program) that really
take effect, i.e., the commands whose effects are not canceled by
other commands. For instance, the command at Line 8 in Figure 6
is not included in the output commands because it is canceled by
the command at Line 9. Thus, given two equivalent topological
programs, the output effective commands should be the same. If
comparing the final effective commands yields any inconsistency,
it indicates some bugs in the protocol’s implementation. Second,
some information of an interface can play the role of differential or-
acles, including its IP address, type, area, cost, to name a few. Third,
a router maintains the information for each of its neighbors. Thus,
in the differential analysis, we can compare a router’s neighbor
information, including but not limited to the neighboring router’s
state, priority, type, etc. Fourth, recall that routers exchange LSAs
(see Section 2) to compute a complete topology of the whole net-
work. Each router records the LSAs it receives from other routers
in a database. Thus, in the differential analysis, we can compare
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Call chain if topological program (a) in Fig. 6 is used Call chain if topological program (b) in Fig. 6 is used

void init_ospf (..) {
ospf->redistribute = @;
asbr_status_update(ospf->redistribute);

} }

redistribute = 0 (V)

void ospf_area_nssa_unset (..) {

asbr_status_update(ospf->redistribute);

redistribute = 1 (X)

void asbr_status_update(uint8_t redistribute) {
ospf->flags = redistribute ? OSPF_FLAG_ASBR : NO_OSPF_FLAG_ASBR;
X

¥

set the LSA flag as per the value of redistribute

Figure 10: Example to show the process of root cause analysis.

the LSAs recorded by routers, including LSA’s sources, flags, types,
etc. Last but not least, we compare the routing tables computed
across multiple executions of equivalent topological programs. An
entry in a routing table includes the destination a route, the cost of
sending a packet to the destination, the next hop to send a packet,
and many others.

4.3.4  Root Cause Analysis. Once ToDIFF detects a discrepancy
between router fields (see Table 2) across equivalent topological
programs, we perform a root cause analysis to identify bugs in the
IGP implementation under test. Specifically, given two equivalent
topological programs that lead to inconsistent router fields, we run
both in parallel and perform single-step debugging using GDB [17],
carefully monitoring their execution step by step until the inter-
nal program states begin to diverge. To narrow down the scope
of debugging, we apply program slicing [54] to the inconsistent
router fields reported by ToDi1rr. This allows us to extract and
track the relevant variables and control paths associated with the
divergence, significantly reducing the amount of code that needs
to be examined.

Example 4.6. Let us take the bug discussed in Section 3 as an
example to illustrate the root cause analysis. Recall that we executed
two equivalent topological programs in Figure 6 and observed a
discrepancy in the LSA flag: one indicates that a router is both an
ABR and an ASBR, while the other shows that it is only an ABR.

Since the struct field ospf->flags in the code captures the LSA
flag of routers, we apply a program slicer to identify all statements
and variables related to ospf->flags, including the function param-
eter redistribute and another struct field ospf->redistribute
shown in Figure 10. When debugging, we track the values of these
variables until their values diverge.

As illustrated in Figure 10, the LSA flag is set in the function
asbr_status_update based on the value of ospf->redistribute.
If this value is not zero, the ASBR bit in ospf->flags is set; oth-
erwise, it is unset. When debugging, we find that the function
asbr_status_update is invoked in different call sites: one topo-
logical program lets the function be invoked by init_ospf, where
ospf->redistribute = 0; the other equivalent topological pro-
gram lets the function be invoked by ospf_area_nssa_unset, where
ospf->redistribute = 1. This difference explains the divergence
in the LSA flag and identifies the root cause of the bug.

In our experience, the root cause analysis illustrated above typi-
cally allows us to identify root causes in 30 minutes. In the future,
we plan to integrate existing automatic root cause analyzers, e.g.,
[58], into ToD1FF to fully automate the whole validation procedure.
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4.4 Discussion

ToDrFrr is fully automated except for a few manual efforts before
and after the differential analysis. First, before applying ToDIFF,
we must follow the official documents of IGPs to establish the
constraints of an IGP network, as well as the semantics of IGP
commands. Establishing these network constraints and command
semantics allows us to build valid networks, thus avoiding the waste
of resources exploring invalid networks and invalid topological
programs in Steps 1 and 2. Note that the manual work above is a one-
time effort and is common among modern automated techniques.
For instance, automatic program analyzers, such as those for C/C++
programs, also require a one-time manual effort to model C/C++
semantics. Second, since root cause analysis is not the focus of this
paper, we currently rely on a manual process to identify root causes
after the differential analysis. In the future, we can replace it with
automated root cause analyzers, e.g., [58].

5 Evaluation

We implement ToDIFF on top of Mininet [27], an open-source and
widely-used network simulation framework. Mininet enables us to
build a virtual network with multiple routers on a single server and
run different IGP implementations. Rather than being a limitation,
the use of a network simulated by Mininet brings two significant
advantages. On the one hand, Mininet offers strong applicability as
it creates realistic virtual networks by running real Linux kernel
code, making it a widely adopted tool in both academia and industry
for testing protocol implementations [8, 27]. As such, any approach
that works in Mininet is also applicable to industry-grade routers
and real-world deployment scenarios. Our method is therefore
transferable to real environments without requiring fundamental
modifications. On the other hand, the simulated network provides
excellent scalability. Mininet supports the creation of large-scale
virtual networks, which are often infeasible to construct or access in
physical environments for testing purposes. This capability enables
our method to be evaluated across a diverse range of topologies,
demonstrating its scalability in testing complex protocol behaviors.
To show the efficacy of our approach, we conduct experiments
with ToDIFF to address the following three research questions:

e RQ1. How efficient are the three steps of TODIFF?

e RQ2. How effective is ToDIFF in detecting bugs, compared to
state of the art?

e RQ3. What are the root causes of the discovered bugs?

Subjects. In the experiments, we use TODIFF to test multiple im-
plementations of OSPF and IS-IS from FRRouting [12]. We choose
OSPF and IS-IS because they are the two most popular IGPs. We
use implementations from FRRouting as it is an open-source rout-
ing protocol suite designed for Linux and Unix platforms and has
been integrated into the software repositories of major Linux-based
operating systems like Debian and CentOS. FRRouting is widely
utilized in critical networking scenarios, including ISPs and SaaS
infrastructure, and is trusted by technology giants such as NVIDIA
and VMware. FRRouting has experienced robust growth in recent
years, gradually becoming the standard implementation for popu-
lar routing protocols. To date, it has garnered 3.5K stars and 1.5K
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Table 3: Details of OSPF and IS-IS Implementations.

IGP | Implementations | Size (KLoC) | #Files | # Commands

frrouting-10.2 145 181 167
OSPF frrouting-9.0 135 175 161
frrouting-8.0 121 157 147
frrouting-10.2 135 183 100
IS-1S frrouting-9.0 126 177 100
frrouting-8.0 108 158 74

forks on GitHub, with a continuous stream of contributions from
hundreds of developers worldwide.

Particularly, the details of the OSPF and IS-IS implementations
are listed in Table 3. We choose the three most recent major versions
of the FRRouting project for testing. The OSPF and IS-IS implemen-
tations consist of hundreds of thousands of lines of code, with
OSPF ranging from 121KLoC to 145KLoC and IS-IS from 108KLoC
to 135KLoC. The project has a relatively complex structure, com-
prising hundreds of source code files, with OSPF involving 157
to 181 files and IS-IS from 158 to 183 files. The implementations
support a rich set of commands to write topological programs and
provide precise control over the protocols, with 147 to 167 kinds of
commands for OSPF and 74 to 100 commands for IS-IS, respectively.

It is worth noting that although our evaluation is conducted on
the open-source IGP implementation, FRRouting [12], the results
are expected to generalize well to other routing protocol imple-
mentations. This is because, while we do not evaluate ToDiff on
commercial implementations (e.g., Cisco, which are closed-source),
these systems typically share similar architectural designs with
FRRouting. For example, they use similar commands to configure
and drive routers [7]. This architectural consistency ensures that
ToD1rF can be effectively applied to both open-source and com-
mercial implementations, and seamlessly extended to support these
implementations with minimal adaptation effort.

Baselines. To show the effectiveness of ToDIFF, we compare ToD-
IFF against existing validation techniques the FRRouting commu-
nity is using. First, the FRRouting community actively handcrafts
arich test suite [10]. Currently, the test suite contains around 460
manually crafted test cases covering a wide range of network topolo-
gies. Second, we compare ToDIFF to OSS-Fuzz [19], which is a pop-
ular fuzzing framework developed by Google, having successfully
detected 36,000 bugs across 1,000 projects, including the OSPF and
IS-IS implementations in FRRouting.

Environment. All experiments were conducted on a server with
the following configuration: 32 cores, 64 threads, 3.4 GHz CPU, and
256 GB of memory, running Ubuntu 20.04 and Mininet 2.3.0.

5.1 RQ1: Efficiency of ToDIFF

To answer RQ1, we measure the execution time of each step in
our method and conduct a detailed analysis. The experiment is
conducted under different scenarios where 1 to 15 routers are gen-
erated in a network. A network of 15 routers is sufficiently large to
trigger deeply hidden bugs through our approach. We record the
time taken by ToDIFF for its three main steps: network generation,
topology synthesis, and differential IGP validation. The experiment
is repeated ten times in different implementations, and the average
time cost and number of generated commands are reported.
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Figure 11: The time cost of the three steps and the number
of generated commands for (a) OSPF and (b) IS-IS.
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Figure 12: The time cost of Step 3 before and after applying
our approach.

As plotted in Figure 11, (a) and (b) show the experiment results
for OSPF and IS-IS, respectively. The X-axis denotes the number
of routers in a generated network. The Y-axis, which is on a log
scale, together with the bar chart, illustrates the time consumption
of the three steps. The results demonstrate that our tool is highly
efficient, with the total time cost of all three steps remaining under
3 minutes for both OSPF and IS-IS, with up to 15 routers. The
testing time does not increase significantly with the network size,
demonstrating the good scalability of our approach. For both OSPF
and IS-IS, we complete Step 1, i.e., network generation, in less than
one second, and Step 2, i.e., the synthesis of equivalent topological
programs, within 2 seconds. Step 3, i.e., the network execution, can
be completed in 100 seconds for OSPF and 170 seconds for IS-IS.
The total testing time for IS-IS is longer than that of OSPF, because
IS-IS inherently has a slower convergence speed than OSPF.

Since the time cost of Step 1 is negligible, we provide a detailed
analysis for Step 2 and Step 3 below.
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Table 4: Bugs Discovered by ToDIFF.

ID ‘ IGP ‘ Root Causes ToD1irr FRRouting Test Suite  Google’s OSS-Fuzz Status
1 OSPF | Incorrect setting internal states about area structure 4 X X PR merged
2 | OSPF | Incorrect setting internal states about nssa status 4 X X PR merged
3 | OSPF | Incorrect setting internal states about area structure 4 X X PR merged
4 | OSPF | Incorrect setting internal hello timer v X X PR merged
5 OSPF | Incorrect setting internal spf hold timer v X X PR merged
6 | OSPF | Incorrect setting wait timer 4 X X Confirmed
7 | OSPF | Incorrect setting dead multiplier timer 4 X X PR merged
8 | OSPF | Incorrect parsing the commands of no VLINK 4 X X PR merged
9 | OSPF | Incorrect parsing the commands of no AREANSSA v X X PR merged
10 | OSPF | Incorrect parsing the commands of no AREANSSARANGE v X X PR merged
11 | OSPF | Incorrect parsing the commands of no AREANSSACOST 4 X X PR merged
12 | OSPF | Incorrect parsing the commands of no AREADEFAULTCOST 4 X X PR merged
13 | OSPF | Incorrect parsing the commands of no OSPFWRITEMULTIPLIER 4 X X PR merged
14 | OSPF | Incorrect parsing the commands of no DEFUALTINFORMATION v X X PR merged
15 | OSPF | Incorrect parsing the commands of no DISTANCE v X X PR merged
16 | OSPF | Incorrect parsing the commands of no AREARANGECOST v X X PR merged
17 | OSPF | Incorrect parsing the commands of no AREASHORTCUT 4 X X PR merged
18 | OSPF | Incorrect parsing the commands of no DEADINTERVAL 4 X X PR merged
19 | OSPF | Incorrect parsing the commands of no ABRTYPE v X X PR merged
20 | OSPF | Incorrect parsing the commands of no WRITEMULTIPLIER v X X PR merged
21 | IS-IS | Incorrect setting interface’s psnp-interval. 4 X X PR merged
22 | IS-IS | Incorrect setting interface’s csnp-inveral. 4 X X PR merged
23 | IS-IS | Incorrect setting interface’s priority. v X X PR merged
24 | IS-IS | Incorrect setting interface’s hello-inveral v X X PR merged
25 | IS-IS | Incorrect setting interface’s hello-multipllier v X X PR approved
26 | IS-IS | Incorrect setting interface’s circuit-type 4 X X PR approved

Detailed Analysis of Step 2. To show the scalability of our pro-
gram synthesizer, we try to generate larger topological programs
with up to 1,000 commands per router. For validation, the topologi-
cal program comprising 1,000 commands is rich enough to cover a
wide range of diverse network scenarios. The results show that this
step takes less than 9 seconds to complete, attributable to our effi-
cient program synthesis algorithm, which ensures good scalability
for large-scale networks and complex topologies.

Detailed Analysis of Step 3. Step 3 is the most time-consuming
step as we have to wait for a long time until the network converges
before we can differentiate the results to find bugs. To reduce the
waiting time, Section 4.3 presents a few heuristic methods to deter-
mine and speed up network convergence. In Figure 12, the dotted
and blue line stands for the maximum time for a network to con-
verge (the experiment uses our methods to determine network
convergence but does not apply our method to accelerate conver-
gence). We can observe that it takes up to about 175 seconds for a
network to converge. It also means that if we do not provide any
method discussed in Section 4.3 to determine and speed up net-
work convergence, we have to always wait for at least 175 seconds
for a network to converge, plotted by the solid and red line in the
chart. With our strategies in Step 3, the average time waiting for
a network to converge is significantly reduced by 1.6X to 4.7X%, as
plotted by the dashed and green line in Figure 12.

5.2 RQ2: Effectiveness of ToDIFF

Code Coverage. We evaluate both the overall and topology-related
code coverage. The former refers to the coverage across all source
code of OSPF and ISIS. Meanwhile, since our approach focuses on
identifying topology-related bugs, we also evaluate the topology-
related coverage, which removes topology-irrelevant code.

Table 5: Overall / Topology-Related Code Coverage (%).

IGP ‘ ToDIFF ‘ FRRouting Test Suite ‘ Google’s OSS-Fuzz

OSPF
ISIS

62.3/85.1
68.9/78.2

51.8/32.2
63.9/38.0

15.7/1.1
89/5.3

The coverage of ToDIFF is collected during our experiments,
which involve 200 randomly-generated valid networks and 100
equivalent topological programs for each network. We run each
topological program only once. For the FRRouting test suite, we
executed all test cases related to the core functionality of OSPF and
IS-IS. In the case of OSS-Fuzz, the campaign was run continuously
for 24 hours. To mitigate randomness, we repeated each experiment
10 times and reported the average results.

The code coverage is listed in Table 5. ToDIFF consistently out-
performs both the FRRouting test suite and OSS-Fuzz, achieving
the highest overall and topology-related coverage. Unlike the FR-
Routing test suite, which depends on manually crafted test cases,
ToDIFF automatically generates tests, enabling a more comprehen-
sive exploration of network topologies. This automation results
in a 2X increase in topology-related coverage and is a key factor
in ToD1FF ’s ability to uncover 26 bugs that the FRRouting test
suite fails to detect. On the other side, OSS-Fuzz predominantly
generates invalid packets during mutation, which are often limited
to exercising exception-handling paths and rarely reach the core
logic of the protocol, resulting in significantly lower coverage.

The code not covered by ToDIFF is mainly related to user-defined
protocol extensions, e.g., OSPF’s opaque LSAs. As ToDIFF is de-
signed to verify standard-compliant protocol functionality, such
optional or implementation-specific features are intentionally ex-
cluded from its testing scope.
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1. DEFUN(ip_ospf_dead_interval, ip_ospf_dead_interval_cmd,
2 "ip ospf dead-interval minimal hello-multiplier (1-20)",
3.+ "ip ospf dead-interval minimal hello-multiplier (2-20)",
4. Lol
(@)
1. int ospf_vty_dead_interval_set(...){
2. ..
3.+ re = seconds - event_timer_remain_second(oi->t_wait);
4.+ EVENT_OFF (oi->t_wait);
5.+ if (re > @) OSPF_ISM_TIMER_ON(oi->t_wait, ...... D8
6. ...

(b)

Figure 13: Case studies of discovered bugs.

Bug Detection Capability. To answer RQ2, we use ToODIFF to
detect bugs in OSPF and IS-IS implementations listed in Table 3.
As discussed before, the implementations are from high-quality
open-source projects and have been frequently checked by ma-
ture bug detection tools. Nonetheless, TODIFF can still detect 26
zero-day bugs listed in Table 4. Some of these bugs had even been
hidden in the implementations for over 20 years, showing the high
effectiveness of our approach. Meanwhile, many of the identified
bugs are security-critical and exploitable. For example, the bug
example discussed in Section 3 may redirect network traffic to the
wrong routers, causing black holes, data leaks, and other severe
consequences. As responsible researchers, we also upload patches
to fix detected bugs. As shown in Table 3, “PR merged” means the
patches have been merged into the code; “PR approved” means the
patches have been approved by the developers and are pending
merge; and “Confirmed” means developers confirm the validity of
a bug report but are still working on fixing the bug. The links to
these bug reports are publicly available at https://todiff.github.io/.

For bug detection, ToDI1FF achieves 100% precision, i.e., none
false positives are reported. This is attributed to the design that
compares router attributes that must be consistent across equiva-
lent topologies. Consequently, any observed discrepancy during
differential testing signals the presence of a bug.

As shown in Table 4, the handcrafted test suite and OSS-Fuzz
cannot detect any bugs we discover. On the one hand, the hand-
crafted test suite, albeit containing many test cases, cannot cover
many cases that we can randomly generate. On the other hand,
0SS-Fuzz fails to detect these bugs because it treats OSPF and IS-IS
as common communication protocols and, thus, does not provide a
special design to validate topology-related business logic in their
implementations. These limitations highlight the advantages of our
approach in effectively uncovering topology-related bugs.

As discussed in Section 1, although there are some automated
approach to testing routing protocol implementations [25, 34, 35,
56], they are either too old and outdated or not publicly available,
making them not directly comparable. As explained before, the key
weaknesses of these existing methods are that they heavily depend
on manual efforts to build testing oracles, whereas our approach
applies differential testing to achieve fully automated validation.

5.3 RQ3: Root Cause of Discovered Bugs

We analyzed the root causes of all the bugs we found (listed in
Table 4) and categorized them into two groups. We also provided
case studies and discussed the potential impacts of these bugs,
typically including network congestion and routing black holes.
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Group 1: Incorrect Parsing of Commands (13/26). This type
of error occurs when a protocol implementation incorrectly parses
certain topological commands. These errors can cause the protocol
implementation to reject valid or accept invalid commands, lead-
ing to misinterpretation of topological commands and, ultimately,
incorrect network configurations. As illustrated below, such miscon-
figurations may lead to severe network problems like congestion.

Figure 13(a) shows a bug discovered by our tool in the OSPF
protocol, which has been hidden for over 20 years. The code defines
the command: ip ospf dead interval minimal hello-multiplier <nums>,
which is used to set the hello and dead timers of an interface. The
correct value of <num> should range from 2 to 20, but the buggy
code allows 1 to 20. In consequence, if a network administrator
uses the command to set the hello timer to 1 second (i.e., <num>
= 1), the dead timer is automatically set to 1/<num> = 1 second,
too. In this case, OSPF’s hello timer and dead timer are set to the
same value, causing OSPF to continuously restart the neighbor
establishment process and send related packets. This behavior can
result in network congestion along the affected path.

Group 2: Incorrect Action Logic for Routers (13/26). These
errors occur when a protocol implementation contains wrong logic
to set variables that control router states, timers, and so on. Such
errors can lead to incorrect protocol behavior, such as executing
unintended actions or sending malformed packets. These issues
can result in severe network problems like routing black holes. The
bug discussed in the motivating example belongs to this category.

Figure 13(b) shows the other bug in the OSPF implementations.
The code snippet handles the action logic for the command: ip ospf
dead interval <num>, which sets the wait timer and is responsible
for timing the transition from the waiting state to the connected
state during the connection among routers. If a topological pro-
gram uses a very large value for <num>, such as 1000, and then
sets it back to a reasonably small value, the buggy code (without
lines 3-5) fails to update the timer. As a result, the neighbor state
remains stuck in the waiting state, thus preventing two routers
from establishing neighbor relationships. This bug may result in
an incomplete network topology and cause routing black holes or
other potential network problems.

6 Related Work

Routing protocols differ from common (communication, manage-
ment, or security) protocols as routing protocols concern network
topologies. In contrast, the others focus on the communication
among multiple parties and regard the network topology between
two parties as black boxes. As discussed in Section 1, most existing
works, e.g., network protocol fuzzing [1, 29, 32, 37, 42, 44, 45] or
network differential analysis [15, 16, 61] are not designed for rout-
ing protocols and cannot detect errors happening at the time of
topology establishment. In what follows, we discuss related works
regarding the validation of routing protocols, but, in a word, to the
best of our knowledge, ToDIFF is the first work that utilizes program
synthesis to enable differential testing for routing protocols.

Validating Routing Protocol Specifications. Unlike our work,
which assumes the protocol specification is correct and validates if
an implementation correctly follows the specification, many exist-
ing work does not validate the implementation of routing protocols
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but their specifications. They create abstract models according to
the protocol specification and then perform model checking or
verification to check if certain properties may be violated in the
model [26, 33, 36, 55]. Wibling [55] leveraged linear temporal logic
to verify the correctness of connection establishment and message
broadcasting for the LUNAR protocol. Khayou and Sarakbi [26]
used abstract algebraic to model the EIGRP protocol [43], verifying
if its routing calculations converge and adhere to the shortest-path
distance constraints. Maag et al. [33] modeled the MANET pro-
tocol [46] using an extended finite state machines [28], thereby
verifying if the protocol correctly establishes network topology.
Maxa et al. [36] designed a secure protocol, SUAP, and analyzed its
security features via model checking. The techniques used in these
works are fundamentally different from our approach and outside
the scope of this paper because we aim to validate specific routing
protocol implementations instead of the specifications.

Validating Routing Protocol Implementations. Similar to our
work, there are many testing techniques checking if a routing pro-
tocol implementation follows the protocol’s specification. Using
handcrafted test suites [10, 11, 13] is the most straightforward way
to test a protocol’s implementation. However, these test suites face
coverage limitations and cannot thoroughly test protocol correct-
ness across diverse network topologies. Compared to handcrafted
test suites, our work makes it possible to generate diverse topologies
with automated testing oracles to automate the testing procedure.

Automated methods can generate diverse test cases and can be
categorized as active or passive. Active methods [21-23, 25, 34, 35,
56] use models such as graphs or finite state machines to actively
generate test packets, which are then sent to the protocols’ imple-
mentations for evaluation. Hao et al. [21] propose a probabilistic
algorithm that randomly inserts connections into a network and
calculates the correct routing tables as an oracle. They then test
implementations using the generated networks and compare the
results with the oracle. This approach requires significant manual
effort to compute the testing oracle — the correct routing table
for each protocol. In contrast, our method applies differential test-
ing, which not only provides automated testing oracles but also
analyzes both intermediate router status and the final routing ta-
bles. Helmy et al. [22] and Kasemsuwan et al. [25] mutate a set
of prepared network topologies to generate additional test cases.
These methods generate relatively limited topologies and also suffer
from the testing oracle problem. In contrast, our approach is not
restricted by the prepared networks and the testing oracles. With a
random network generation algorithm and differential testing, our
approach can synthesize diverse topologies with automated testing
oracles, enabling broader test coverage. Maag and Zaidi [34], Malik
[35], Wu et al. [56] have to transform the implementation of rout-
ing protocols into an abstract model, which is often a complex and
error-prone process. Such abstraction is unnecessary for ToDIFF,
thereby reducing analysis complexity and enhancing applicability.

Passive methods [30, 31, 50, 59, 60] do not actively generate
networks or routing protocol packets but record and analyze real-
world network traffic to detect bugs in routing protocol implemen-
tations. These passive approaches differ from ToD1FF, which is an
active method, in the following aspects. First, we actively generate
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diverse networks and, thus, enable more comprehensive test cov-
erage, whereas the passive approaches are restricted by observed
network traffic. Second, we actively synthesize equivalent topo-
logical programs to address the testing oracle problem, while the
passive approaches still rely on manual efforts to build testing ora-
cles. This manual process is both labor-intensive and error-prone,
restricting existing methods to a single protocol or a limited sub-
set of protocol functionalities. Our approach addresses the oracle
problem via differential analysis.

7 Conclusion

This work presents ToDIFF, a differential testing technique to de-
tect hidden bugs within IGP implementations. ToDIFF first gener-
ates random yet valid networks, applies a semantics-guided and
bounded program synthesizer to generate equivalent topological
programs, and differentiates outcome topologies. To date, TODIFF
has identified 26 bugs across common IGPs, all confirmed or fixed.
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