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ABSTRACT

Bottom-up program analysis has been traditionally easy to parallelize because functions without caller-callee relations can be analyzed independently. However, such function-level parallelism is significantly limited by the calling dependence - functions with caller-callee relations have to be analyzed sequentially because the analysis of a function depends on the analysis results, a.k.a., function summaries, of its callees. We observe that the calling dependence can be relaxed in many cases and, as a result, the parallelism can be improved. In this paper, we present Cheetah, a framework of bottom-up data flow analysis, in which the analysis task of each function is elaborately partitioned into multiple sub-tasks to generate pipelineable function summaries. These sub-tasks are pipelined and run in parallel, even though the calling dependence exists. We formalize our idea under the IFDS/IDE framework and have implemented an application to checking null-dereference bugs and taint issues in C/C++ programs. We evaluate Cheetah on a series of standard benchmark programs and open-source software systems, which demonstrates significant speedup over a conventional parallel design.
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1 INTRODUCTION

Bottom-up analyses work by processing the call graph of a program upwards from the leaves – before analyzing a function, all its callee functions are analyzed and summarized as function summaries [4, 8, 9, 11, 15, 16, 54, 63, 64]. These analyses have two key strengths: the function summaries they compute are highly reusable and they are easy to parallelize because the analyses of functions are decoupled. While almost all existing bottom-up analyses take advantage of such function-level parallelization, there is little progress in improving its parallelism. As reported by recent studies, it still needs to take a few hours, even tens of hours, to precisely analyze large-scale software. For example, it takes 6 to 11 hours for Saturn [64] and Calysto [4] to analyze programs of 685KLoC [4]. It takes about 5 hours for Pinpoint [54] to analyze about 8 million lines of code. With regard to the performance issues, McPeak et al. [35] pointed out that the parallelism often drops off at runtime and, thus, the CPU resources are usually not well utilized. Specifically, this is because the parallelism is significantly limited by the calling dependence – functions with caller-callee relations have to be analyzed sequentially because the analysis of a caller function depends on the analysis results, i.e., function summaries, of its callee functions. To illustrate this phenomenon, let us consider the call graph in Figure 1 where the function \( f \) calls the functions, \( g \) and \( h \). In a conventional bottom-up analysis, only functions without caller-callee relations, e.g., the function \( g \) and the function \( h \), can be analyzed in parallel. The analysis of the function \( f \) cannot start until the analyses of the functions, \( g \) and \( h \), complete. Otherwise, when analyzing a call site of the function, \( g \) or \( h \), in the function \( f \), we may miss some effects of the callees due to the incomplete analysis.¹

¹This is different from a top-down method that can let the analysis of the function \( f \) run first but stop to wait for the analysis results of the function \( g \) when analyzing a call statement calling the function \( g \).
In this paper, we present Cheetah, a framework of bottom-up data flow analysis that breaks the limits of function boundaries, so that functions having calling dependence can be analyzed in parallel. As a result, we can achieve much higher parallelism than the conventional parallel design of bottom-up analysis. Our key insight is that many analysis tasks of a caller function only depend on partial analysis results of its callee functions. Thus, the analysis of the caller function can start before the analyses of its callee functions complete. Therefore, our basic idea is to partition the analysis task of a function into multiple sub-tasks, so that we can pipeline the sub-tasks to generate function summaries. The key to the partition is a soundness criterion, which requires a sub-task only depends on the summaries produced by the sub-tasks finished in the callees. Violating this criterion will cause the analysis to neglect certain function effects and make the analysis unsound.

To illustrate, assume that the analysis task of each function in Figure 1, e.g., the function \( f_0 \), is partitioned into three sub-tasks, \( f_0, f_1, \) and \( f_2 \), each of which generates one kind of function summaries. These sub-tasks satisfy the constraints that the sub-task \( f_i \) only depends on the function summaries produced by the sub-task \( g_j \) and the sub-task \( h_j \). As a result, these sub-tasks can be pipelined as illustrated in Figure 2, where the analysis of the function \( f \) starts immediately after the sub-tasks \( g_0 \) and \( h_0 \) finish. Clearly, the parallelism in Figure 2 is much higher than that in Figure 1, providing a significant speedup over the conventional parallel design of bottom-up analysis.

In this paper, we formalize our idea under the IFDS/IDE framework for a wide range of data flow problems known as the inter-procedural finite distributive subset or inter-procedural distributive environment problems [45, 50]. In both problems, the data flow functions are required to be distributive over the merge operator. Although this a limitation in some cases, the IFDS/IDE framework has been widely used for many practical problems such as secure information flow [3, 23, 42], tstate [19, 39], alias sets [40], specification inference [55], and shape analysis [47, 65]. Given any of those IFDS/IDE problems, conventional solutions compute function summaries either in a bottom-up fashion (e.g., [49, 67]) or in a top-down manner (e.g., [45, 50]), depending on their specific design goals. In this paper, we focus on the bottom-up solutions and aim to improve their performance via the pipeline parallelization strategy.

We implemented Cheetah to path-sensitively check null dereferences and taint issues in C/C++ programs. Our evaluation of Cheetah is based on standard benchmark programs and many large-scale software systems, which demonstrates that the calling dependence significantly limits the parallelism of bottom-up data flow analysis. By relaxing this dependence, our pipeline strategy achieves 2×-3× speedup over the conventional parallel design of bottom-up analysis. Such speedup is significant enough to make many overly lengthy analyses useful in practice. In summary, the main contributions of this paper include the following:

- We propose the design of pipelineable function summaries, which enables the pipeline parallelization strategy for bottom-up data flow analysis.
- We formally prove the correctness of our approach and apply it to a null analysis and a taint analysis to show its generalizability.

<table>
<thead>
<tr>
<th>id ( \lambda S )</th>
<th>( f \ \lambda S(a) )</th>
<th>( g \ \lambda S ) if ( a \in S : (S \cup (b)) ) and ( \text{else } (S - (b)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 a b</td>
<td>0 a b</td>
<td>0 a b</td>
</tr>
</tbody>
</table>

Figure 3: Data flow functions and their representation in the exploded super-graph [45].

- We conduct a systematic evaluation to demonstrate that we can achieve much higher parallelism and, thus, run faster than the state of the arts.

2 BACKGROUND AND OVERVIEW

In this section, we introduce the background of the IFDS/IDE framework (Section 2.1) and provide an example to illustrate how we improve the parallelism of a bottom-up analysis by partitioning the analysis of a function (Section 2.2).

2.1 The IFDS/IDE Framework

The IFDS/IDE framework aims to solve a wide range of data flow problems known as Inter-procedural Finite Distributive Subset or Inter-procedural Distributive Environment problems [45, 50]. Its basic idea is to transform a data flow problem to a graph reachability problem on the exploded super-graph, which is built based on the inter-procedural control flow graph of a program.

The IFDS Framework. In the IFDS framework, every vertex \((s_i, d)\) in the exploded super-graph stands for a statically decidable data flow fact, or simply, fact, \(d\) at a program point \(s_i\). Every edge \(e\) models the data flow functions between data flow facts. In the paper, to ease the explanation, we use \(s_i\) to denote the program point at Line \(i\) in the code. For example, in an analysis to check null dereference, the vertex \((s_i, d)\) could denote that the variable \(d\) is a null pointer at Line \(i\). As for the edges or data flow functions, Figure 3 illustrates three examples that show how the commonly-used data flow functions are represented as edges in the exploded super-graph. The vertices at the top are the data flow facts before a program point and the vertices at the bottom represent the facts after the program point.

The first data flow function \(id\) is the identity function which maps each data flow fact before a program point to itself. It indicates that the statement at the program point has no impacts on the data flow analysis.

The special vertex for the fact \(0\) is associated with every program point in the program. It denotes a tautology, a data flow fact that always holds. An edge from the fact \(0\) to a non-0 fact indicates that the non-0 fact is freshly created. For example, in the second function in Figure 3, the fact \(a\) is created, which is represented by an edge from the fact \(0\) to the fact \(a\). At the same time, since \(a\) is the only fact after the data flow function, there is no edge connecting the fact \(b\) before and after the program point.
The third data flow function is a typical function that models the assignment \( b = a \). In the exploded super-graph, the variable \( a \) has the same value as before. There, there is an edge from the data flow fact \( a \) to itself. The variable \( b \) gets the value from the variable \( a \), which is modeled by the edge from the fact \( a \) to the fact \( b \).

It is noteworthy that the data flow facts are not limited to simple values like the local variables in the examples of the paper. For example, in alias analysis, the facts can be sets of access paths [59]. In typestate analysis, the facts can be the combination of different typestates [39].

Figure 4 illustrates the exploded super-graph for a data flow analysis that tracks the propagation of null pointers. Since Line 18 assigns a null pointer to the variable \( b \), we have the edge from the vertex \((s_{17}, 0)\) to the vertex \((s_{19}, b)\), meaning that we have the data flow fact \( b = \text{null} \) at Line 19. Since Line 19 does not change the value of the variable \( a \), we have the edge from the vertex \((s_{17}, a)\) to the vertex \((s_{19}, a)\), which means the data flow fact about the variable \( a \) does not change.

Assuming that \( s_{\text{main}} \) is the program entry point, the IFDS framework aims to find paths, or determine the reachability relations, between the vertex \((s_{\text{main}}, 0)\) and the vertices of interests. Each of such paths represents that some data flow fact holds at a program point. For instance, the path from the vertex \((s_{4}, 0)\) to the vertex \((s_{12}, r)\) in Figure 4 implies that the fact \( r = \text{null} \) holds at Line 12.

The IFDS method is efficient because it computes function summaries only once for each function. Each summary is a path on the exploded super-graph connecting a pair of vertices at the entry and the exit of a function. The path from the vertex \((s_{17}, a)\) to the vertex \((s_{25}, c)\) in Figure 4 is such a summary of the function bar. When analyzing the callers of the function bar, e.g., the function foo, we can directly jump from the vertex \((s_{4}, 0)\) to the vertex \((s_{6}, p)\) using the summary without analyzing the function bar again.

The IDE Framework. The IDE framework is a generalization of the IFDS framework [50]. Similar to the IFDS framework, it also works as a graph traversal on an exploded super-graph. There are three major differences. First, each vertex on the exploded super-graph is no longer associated with a simple data flow fact \( d \), but an environment mapping a fact \( d \) to a value \( v \) from a separate value domain, denoted as \( [d \mapsto v] \). Second, due to the first difference, the data flow functions, i.e., the edges on the exploded super-graph, transform an environment \([d \mapsto v]\) to the other \([d' \mapsto v']\). The third important difference is that each edge on the exploded super-graph is labeled with an environment transform function, which makes IDE no longer only a simple graph reachability problem. Instead, it has to find the paths between two vertices of interests and, meanwhile, compose the environment transform functions labeled on the edges along the paths. These differences widen the class of problems that can be expressed in the IFDS framework.

In this paper, for simplicity, we describe our work under the IFDS framework. This does not lose the generality for the IDE problems because, intuitively, both problems are solved by a graph traversal on the exploded super-graph.

2.2 Cheetah in a Nutshell

Let us briefly explain our approach using the example in Figure 4, where the analysis aims to track the propagation of null pointers.

**Bottom-up Analysis.** For the example in Figure 4, a conventional bottom-up analysis firstly analyzes the function bar and produces function summaries to summarize its behavior. With the function summaries in hand, the function foo is then analyzed.

Using the symbol \( \sim \) to denote a path between two vertices, a common IFDS/IDE solution will generate the following two intra-procedural paths as the summaries of the function bar:

- The path \((s_{17}, a) \sim (s_{25}, c)\) summarizes the function behavior that a null pointer created in a caller of the function bar, i.e., \( a = \text{null} \), may be returned back to the caller.
- The path \((s_{17}, 0) \sim (s_{25}, c)\) summarizes the function behavior that a null pointer created in the function bar may be returned to the caller functions.

Note that we do not need to summarize the path \((s_{17}, 0) \sim (s_{25}, 0)\) for the function bar, because the fact \( 0 \) is a tautology and always holds.
Next, we analyze the function foo by a graph traversal from the vertex \((s_4, 0)\), which aims to track the propagation of null pointers and produce function summaries of the function foo. During the graph traversal, when the call flow functions (i.e., the dashed edges) are visited, we apply the summaries of the function bar and produce two summaries of the function foo as following \((s_4, 0)\) are the summaries of the function bar):

- The path \((s_4, 0) \leadsto (s_{17}, a) \leadsto (s_{25}, c)\) \((s_{12}, r)\) summarizes the function behavior that a null pointer in the function foo will be returned to its callers.
- The path \((s_4, 0) \leadsto (s_{17}, 0) \leadsto (s_{25}, c)\) \((s_{12}, r)\) summarizes the function behavior that a null pointer in the callees of the function foo will be returned to the callers of the function foo.

**Our Approach.** As discussed before, in a conventional bottom-up analysis, the analysis of a caller function needs to wait for the analysis of its callees to complete. Differently, Cheetah aims to improve the parallelism by starting the analysis of the function foo before completing the analysis of the function bar. To this end, Cheetah partitions the analysis of each function \(f\) into three parts based on where a data flow fact is created. Such a partition categorizes the function summaries into three groups, \(f_0\), \(f_1\), and \(f_2\), which we refer to as the pipelineable summaries:

- \(f_0\) summarizes the behavior that some data flow facts created in the caller functions will be propagated back to the callees through the current function. The first summary of the function bar is an example.
- \(f_1\) summarizes the behavior that some data flow facts created in the current function will be propagated back to the caller functions. The second summary of the function bar and the first summary of the function foo are two examples.
- \(f_2\) summarizes the behavior that some data flow facts created in the callees are propagated to the current function and will continue to be propagated to the caller functions. The second summary of the function foo is an example.

According to the partition method, the summaries of the function foo is partitioned into two sets, foo1 and foo2, just as illustrated in Figure 5. Since the function foo does not have any function parameters, the set foo0 is empty and, thus, omitted. Similarly, the summaries of the function bar is partitioned into two sets, bar0 and bar1. Since the function bar does not have any callees, the set bar2 is empty and, thus, omitted. As detailed later, the above partition is sound because it satisfies the constraint that summaries in the set foo1 only depends on the summaries in the set bar1, \(j \leq i\). Thus, we can safely pipeline the analyses of the function foo and the function bar - we can start analyzing the function foo immediately after summaries in the set bar0 are generated.

In the remainder of this paper, under the IFDS framework, we formally present how to partition the analysis of a function to generate pipelineable function summaries, so that the parallelism of bottom-up analysis can be improved in a sound manner.

### 3 CHEETAH: PIPELINEED BOTTOM-UP ANALYSIS

To explain our method in detail, we first define the basic notations and terminologies in Section 3.1 and then explain the criteria that guide our partition method in Section 3.2. Based on the criteria, we present the technical details of our pipeline parallelization strategy from Section 3.3 to Section 3.5.

#### 3.1 Preliminaries

To clearly present our approach, we introduce the following notations and terminologies.

**Program Model.** Given an IFDS problem, a program is modeled as an exploded super graph \(G\) that consists of a set of intraprocedural graphs \(\{G_1, G_2, G_3, \ldots\}\) of the functions \(\{f, g, h, \ldots\}\). Given a function \(f\), its local graph \(G_f\) is a tuple \((L_f, e_f, x_f, D_f, E_f)\):

- \(L_f\) is the set of program locations in the function.
- \(e_f, x_f \in L_f\) are the entry and exit points of the function.
- \(D_f\) is the set of data flow facts in the function.
- \(L_f \times D_f\) is the set of vertices of the graph.
- \(E_f \subseteq (L_f \times D_f) \times (L_f \times D_f)\) is the edge set (see Figure 3).

As illustrated in Figure 4, the local graphs of different functions are connected by call and return flow functions, respectively.

**Function Summaries.** For any function \(f\), its function summaries are a set of paths between data flow facts at the entry point and data flow facts at its exit point \([45]\), denoted as \(S_f = (e_f, a) \leadsto (x_f, b) : a, b \in D_f\). Apparently, we can generate these summaries by traversing the graph \(G_f\) from every vertex at the function entry.

Owing to function calls in a program, the summaries of a function often depend on the summaries of its callees. We say a summary set \(S\) depends on the other summary set \(S'\) if and only if there exists a path in the set \(S\) that subsumes a path in the set \(S'\). As illustrated in Section 2.2, the summaries of the function foo depend on the summaries of the function bar.

**Summary Dependence Graph.** To describe the dependence between summary sets, we define the summary dependence graph, where a vertex is a set of function summaries and a directed edge indicates the source summary set depends on the destination summary set.

The summary dependence graph is built based on the call graph. Conventionally, vertices of the summary dependence graph are the summary sets \(\{S_1, S_2, S_3, \ldots\}\), and an edge from the summary
set $S_f$ to the summary set $S_g$ exists if and only if the function $f$ calls the function $g$. A bottom-up analysis works by processing the summary dependence graph upwards from the leaves. It starts generating summaries in a summary set if it does not depend on other summary sets or the summary sets it depends on have been generated. Summary sets that do not have dependence relations can be generated in parallel.

**Problem Definition.** In this paper, we aim to find a partition for the summary set of each function, say $\Pi(S_f) = \{S_f^0, S_f^1, S_f^2, \ldots \}$, such that a vertex of the summary dependence graph is no longer a complete summary set $S_f$ but a subset $S_f^i$ ($i \geq 0$). Meanwhile, to improve the parallelism, the bottom-up analysis based on the dependence graph should be able to generate summaries for a pair of caller and callee functions at the same time. In detail, the partition needs to satisfy the criteria discussed in the next subsection.

### 3.2 Partition Criteria

Given a pair of functions where the function $f$ calls the function $g$, we use the set $\Omega(S_f, S_g) \subseteq \Pi(S_f) \times \Pi(S_g)$ to denote the dependence relations between summary sets. Generally, an effective partition method must meet the following criteria to improve the parallelism of a bottom-up analysis.

**The Effectiveness Criterion.** This criterion concerns whether the dependence between summary sets in the conventional bottom-up analysis is actually relaxed, so that the parallelism can be improved. We say the partition is effective if and only if $|\Omega(S_f, S_g)| < |\Pi(S_f) \times \Pi(S_g)|$. Intuitively, this means that some summaries in the caller function do not depend on all summaries in callee functions. Thus, the dependence relation in the conventional bottom-up analysis is relaxed.

**The Soundness Criterion.** This criterion concerns the correctness after the dependence between summary sets is relaxed. We say the partition is sound if and only if the following condition is satisfied: if the set $S_f^i$ depends on the set $S_g^j$, then $(S_f^i, S_g^j) \in \Omega(S_f, S_g)$. Violating this criterion will cause the analysis to neglect certain function summaries and make the analysis unsound.

**The Efficiency Criterion.** This criterion concerns how many computational resources we need to consume in order to determine how to partition a summary set. Since summaries in the summary sets, $S_f$ and $S_g$, are unknown before an analysis completes, the exact dependence relations between summaries in the two sets are also undiscovered. This fact makes it difficult to perform a fine-grained partition, unless the analysis has been completed and we have known what summaries are generated for each function.

As a trade-off, conventional bottom-up analysis does not partition the summary sets (or equivalently, $\Pi(S_f) = \{S_f\}$ and $\Pi(S_g) = \{S_g\}$). It conservatively utilizes the observation that all summaries in the set $S_f$ may depend on certain summaries in the set $S_g$, i.e., $\Omega(S_f, S_g) = \{(S_f, S_g)\}$. Such a conservative method satisfies the soundness criterion and does not partition the summary sets. However, apparently, it does not meet the effectiveness criterion because $|\Omega(S_f, S_g)| = |\Pi(S_f) \times \Pi(S_g)| = 1$.

3.3 Pipelineable Summary-Set Partition

Generally, it is challenging to partition a summary set satisfying the above criteria because the exact dependence between summaries are unknown before the summaries are generated. We now present a coarse-grained partition method that requires few pre-computations, and thus, meets the efficiency criterion. Meanwhile, it also meets the effectiveness and soundness criteria and, thus, can soundly improve the parallelism of a bottom-up analysis. We also establish a few lemmas to prove the correctness of our approach.

Intuitively, given a summary set $S_f$, we partition it according to where a data flow fact is created: in a caller of the function $f$, in the current function $f$, and in a callee of the function $f$. Formally, $\Pi(S_f) = \{S_f^0, S_f^1, S_f^2\}$, where

$$S_f^0 = \{(e_f, a) \leadsto (x_f, b) : a \neq 0\}$$

$$S_f^1 = \{(e_f, 0) \leadsto (e_g, a) \leadsto (x_f, b) : f = g \lor a \neq 0\}$$

$$S_f^2 = \{(e_f, 0) \leadsto (e_g, 0) \leadsto (x_f, b) : f \neq g\}$$

By definition, there is no edge from a non-0 data flow fact to the fact 0 on the exploded super-graph. An edge from the fact 0 to a non-0 fact means that the non-0 fact is freshly created [45]. Thus, any summary path in the set $S_f^0$ does not go through the fact 0, meaning that the data flow fact is created in a caller of the function $f$. On the other hand, since a summary path in the set $S_f^I$ or the set $S_f^2$ starts with the fact 0, it means that the non-0 data flow fact on the summary path must be created in the function $f$ or a callee of the function $f$. Specifically, since a summary path in the set $S_f^1$ does not go through the fact 0 in callee functions, the non-0 data flow fact on the summary path is created in the function $f$. Similarly, the non-0 data flow fact on a path from the set $S_f^2$ must be created in a callee of the function $f$.

The following lemma states that generating summaries in the sets $S_f^0$, $S_f^1$, and $S_f^2$, does not miss any summary in the set $S_f$ and, meanwhile, does not repetitively generate a summary in the set $S_f$.

**Lemma 3.1.**\[ \bigcup_{i \geq 0} S_f^I = S_f \text{ and } \forall i, j \geq 0 : S_f^i \cap S_f^j = \emptyset. \]

**Proof.** This follows the definitions of the sets $S_f^0$, $S_f^1$, and $S_f^2$.\[ \square \]

Next, we study whether such a partition method follows the effectiveness and soundness criteria. The key to the problem is to compute the set $\Omega(S_f, S_g)$ of dependence relations between a pair of summary sets, $S_f^I$ and $S_g^I$, given any pair of caller-callee functions, $f$ and $g$.

**Lemma 3.2.**\[ The sets $S_f^0$, $S_f^1$, and $S_f^2$ depend on the set $S_g^0$. \]

**Proof.** This follows the fact that any summary path in a caller function may go through a callee’s summary path sets $S_g^I$, and the set $S_f^0$ is a part of the callee’s summaries.\[ \square \]

**Lemma 3.3.**\[ The set $S_f^2$ depends on the set $S_g^I$ and $S_g^2$. \]

**Proof.** By definition, a summary path in the set $S_f^2$ needs to go through the vertex $(e_g, 0)$. Given the function $g$, summary paths in both the set $S_g^I$ and the set $S_g^2$ start with the vertex $(e_g, 0)$. Thus, the set $S_f^2$ depends on the sets $S_g^I$ and $S_g^2$.\[ \square \]

To demonstrate that the above lemmas do not miss any dependence relations, we establish the following two lemmas.
we need to determine the scheduling priority of the sets when the summaries in the set which does not miss any dependence relation between the set $S$ and the set $g$ sets of the function $f$. One thread is available for each function, respectively. In the scheduling method, the summaries in the set $S$ and the set $g$ must start with the fact $0$. However, we observe that a key problem here is that there are no dependences between the summary sets is relaxed and, based on the partition, the parallelism of a bottom-up analysis can be improved.

Figure 6 illustrates the summary dependence graph for a caller-callee function pair, $f$ and $g$.

**Lemma 3.4.** The set $S^0_g$ does not depend on the sets $S^1_g$ and $S^2_g$.

**Proof.** This follows the fact that a non-$0$ data flow fact cannot be connected back to the fact $0$ [45], but a summary path in the set $S^1_g$ and $S^2_g$ must start with the fact $0$.

**Lemma 3.5.** The set $S^1_g$ does not depend on the sets $S^1_g$ and $S^2_g$.

**Proof.** By definition, a summary path in the set $S^1_g$ does not go through the fact $0$ in a callee function. However, a summary path in the set $S^1_g$ and $S^2_g$ must start with the fact $0$. Thus, the set $S^1_g$ does not depend on the sets $S^1_g$ and $S^2_g$.

Putting Lemma 3.2 to Lemma 3.5 together, we have the dependence set $\Omega(S_f, S_g) = \{(S^0_f, S^0_g), (S^1_f, S^1_g), (S^2_f, S^2_g), (S^1_f, S^2_g), (S^2_f, S^1_g)\}$, which does not miss any dependence relation between the set $S^1_g$ and the set $S^1_g$. Thus, the partition method satisfies the soundness criterion. Meanwhile, $|\Omega(S_f, S_g)| = 5 < |\Pi(S_f) \times \Pi(S_g)| = 9$. Thus, the effectiveness criterion is satisfied, meaning that the dependence between the summary sets is relaxed and, based on the partition, the parallelism of a bottom-up analysis can be improved.

Figure 6 illustrates the summary dependence graph for a caller-callee functions, $f$ and $g$. Apparently, based on the graph, when the summaries in the set $S^0_g$ are generated, a bottom-up analysis does not need to wait for summaries in the sets $S^1_g$ and $S^2_g$, but can immediately start generating summaries in the sets $S^0_g$ and $S^1_g$.

### 3.4 Pipeline Scheduling

As illustrated in Figure 6, given a caller-callee function pair, $f$ and $g$, we have analyzed the dependence relations between the set $S^1_f$ and the set $S^1_g$ and shown that the relaxed dependence provides an opportunity to improve the parallelism of a bottom-up analysis. However, we observe that a key problem here is that there are no dependence relations between the sets $S^1_f$ and $S^1_g$ for a function $f$, and scheduling the summary-generation tasks for $S^1_f$ and $S^1_g$ in a random order significantly affects the parallelism.

Figure 7(a) illustrates the worst scheduling method when only one thread is available for each function, respectively. In the scheduling method, the sets $S^0_f$ and $S^0_g$ have the lowest scheduling priority compared to other summary sets. Since all summary sets of the function $f$ depend on the set $S^0_f$, they have to wait for all summary sets of the function $g$ to generate, which is essentially the same as a conventional bottom-up analysis.

Thus, to maximize the parallel performance, given any function $g$, we need to determine the scheduling priority of the sets $S^0_g$, $S^1_g$, and $S^2_g$. First, as shown in Figure 6, since more summary sets depend on the set $S^0_g$ than the sets $S^1_g$ and $S^2_g$, scheduling the summary-generation task for the set $S^0_g$ in a higher priority will release more tasks for other summary sets.

Figures 7(b) and 7(c) illustrate the two possible scheduling methods when for any function $g$, the set $S^0_g$ is in the highest priority. In Figure 7(b), the set $S^0_g$ has a higher priority than the set $S^1_g$. Since the set $S^0_g$ depends on the sets $S^0_f$, $S^1_f$, and $S^2_f$, it has to wait for all summaries of the function $g$ to generate. Meanwhile, $|\Omega(S_f, S_g)| = 5 < |\Pi(S_f) \times \Pi(S_g)| = 9$. Thus, the effectiveness criterion is satisfied, meaning that the parallelism of a bottom-up analysis can be improved when a limited number of idle threads are available. Such prioritization does not affect the parallelism when there are enough idle threads available.

### 3.5 $\epsilon$-Bounded Partition and Scheduling

Ideally, the aforementioned partition method evenly partitions a summary set so that the analysis tasks for generating summaries are adequately pipelined, as shown in Figure 7(c). However, in practice, it is usually not the case but works as Figure 8(a), where the sets $S^0_g$ and $S^1_g$ are much larger than other summary sets.

Apparentely, if there are extra threads available and we can further partition the summary sets $S^0_g$ and $S^1_g$ into two subsets, the analysis performance then will be improved by generating summaries in the subsets in parallel, just as illustrated in Figure 8(b). Unfortunately, before a bottom-up analysis finishes, we cannot know the actual size of each summary set and, thus, cannot evenly partition a set. As an alternative, what we can do is to approximate an even partition.
Figure 8: Bounded partition and its scheduling method.

Considering that the analysis task of summary generation is actually to perform a graph traversal from a vertex, we try to further partition a summary set \( S_f^1 \) based on the number of starting vertices of the graph traversal. To this end, we introduce a client-defined constant \( \epsilon \), so that, after the approximately even partition, the graph traversal for generating function summaries in a summary set starts from no more than \( \epsilon \) vertices.

For example, to generate summaries in the set \( S_f^0 \), the analysis needs to traverse the graph \( G_f \) from each non-\( 0 \) data flow fact at the function entry. Suppose the function \( f \) has four non-\( 0 \) data flow facts, \([w, x, y, z]\) and \( \epsilon = 2 \). Then, the set \( S_f^0 \) is further partitioned into two subsets \( \{(\epsilon_0, a) \rightarrow (\epsilon_1, b) : a \in \{w, x\}\} \) and \( \{(\epsilon_0, a) \rightarrow (\epsilon_1, b) : a \in \{y, z\}\} \). After the partition, the graph traversal for both summary sets starts from two vertices.

Similar partition can be performed on the sets \( S_f^1 \) and \( S_f^2 \) but the following explanation needs to be considered. By definition, it seems difficult to further partition sets \( S_f^1 \) and \( S_f^2 \) based on the above method, because all summary paths in them start with a single vertex \( (\epsilon_0, 0) \). The key is that, since the fact \( 0 \) is a tautology and vertices with the fact \( 0 \) are always reachable from each other [45], the graph traversal to generate summaries in the sets \( S_f^1 \) and \( S_f^2 \) are not necessary to start from the vertex \( (\epsilon_0, 0) \). For instance, since the set \( S_f^1 \) contains the summary paths where data flow facts are created in the function \( f \), we can traverse the graph \( G_f \) from every vertex that has an immediate predecessor \( (s \in L_f, 0) \). Similarly, considering that the set \( S_f^2 \) contains the summary paths where data flow facts are created in a callee of the function \( f \), we can traverse the graph \( G_f \) from every vertex that has an incoming edge from the callees. Multiple starting vertices for the graph traversal, we then can partition the sets \( S_f^1 \) and \( S_f^2 \) similarly as the set \( S_f^0 \).

It is noteworthy that such a bounded partition aims to parallelize the analysis in a single function and, thus, is applicable to both our pipelining approach and the conventional bottom-up approach. Nevertheless, it is particularly useful to improve the pipeline approach as discussed above.

\(^3\)We use \( \epsilon = 5 \) in our implementation.

\(^4\)Recall that an edge from the fact \( 0 \) to a non-\( 0 \) data flow fact means the non-\( 0 \) fact is freshly created.

4 IMPLEMENTATION

We have implemented Cheetah on top of LLVM\(^5\) to path-sensitively analyze C/C++ programs. This section discusses the implementation details. In the evaluation, for a fair comparison, except for the parallel strategy we study in the paper, all other implementation details are the same in both Cheetah and the baseline approaches.

4.1 Parallelization

As illustrated in Figure 9, we implement a thread pool to drive our pipeline parallelization strategy. In the figure, the master process cycle maintains the summary dependence graph for all functions. Each vertex in the graph represents a task to generate certain function summaries. Whenever all of the dependent tasks have been completed, it pushes the current task, referred to as the active task, into a queue and waits for an idle thread to consume it. When a task is completed, the master process cycle is notified so that it can continue to find more active tasks on the dependence graph.

In our implementation, instead of randomly scheduling the tasks in the thread pool, we also seek to design a systematic scheduling method so that we can well-utilize CPU resources. However, it is known that generating an optimal schedule to parallelize the computations in a dependence graph is a variant of precedent-constraint scheduling, which is NP-complete [30]. Therefore, we employ a greedy critical path scheduler [35]. A critical path is the longest remaining path from a vertex to the root vertex on the dependence graph. We then replace the task queue in Figure 9 with a priority queue and prioritize tasks based on the length of critical paths. It is noteworthy that this heuristic scheduling method does not conflict with the pipeline scheduler presented in Section 3.4. The pipeline scheduler prioritizes the analysis tasks in the same function, while the critical-path scheduler only prioritizes the tasks from different functions.

4.2 Taint Analysis

To demonstrate that our approach is applicable to a broad range of data flow analysis, in addition to the null analysis discussed in the paper, we also implement a taint analysis to check two kinds of taint issues. First, we check relative path traversal, which allows

\(^5\)LLVM: https://llvm.org/.
an attacker to access files outside of a restricted directory.\footnote{CWE-23: \url{https://cwe.mitre.org/data/definitions/23.html}} It is modeled as a path on the exploded super-graph from an external input to a file operation. A typical example is a path from a user input input=gets(...) to a file operation fopen(...). Second, we check \textit{transmission of private resources}, which may leak private data to attackers.\footnote{CWE-402: \url{https://cwe.mitre.org/data/definitions/402.html}} It is modeled as a path on the exploded super-graph from sensitive data to I/O operations. A typical example is a path from the password password=getpass(...) to an I/O operation sendmsg(...).

### 4.3 Pointers and Path-Sensitivity

The null analysis and the taint analysis in Cheetah require highly precise pointer information so that they can determine how data flow facts propagate through pointer (load and store) operations. To resolve the pointer relations, we follow the previous work [54] to perform a path-sensitive points-to analysis. The points-to analysis is efficient because it does not exhaustively solve path conditions but records the conditions on the graph edges. When traversing the graph for an analysis, we collect and solve conditions on a path in a demand-driven manner. In Cheetah, we use Z3 [13] as the constraint solver to determine path feasibility. According to our experience and many existing works [4, 15, 54, 64], path-sensitivity is a critical factor to make an analysis practical and make the evaluation closer to a real application scenario. For instance, a path-insensitive null analysis reports >90% false positives and, thus, is impractical.

As an example, Figure 10(a) is a program where a null pointer is propagated to the variable \(c\) through the store and load operations at Line 5 and Line 9. We use the points-to analysis to identify the propagation and build the exploded super-graph as illustrated in Figure 10(b). In this graph, the condition of the propagation \(y\) and \(\neg y\) are labeled on the edges. Figure 10(c) illustrates the simplified form of the original graph, where unnecessary edges like \((s_0, o_b) \leadsto (s_{12}, o_b)\) and unnecessary vertices like \((s_8, o_b)\) are removed.

### 4.4 Soundness

Our implementation of Cheetah is sound [32], meaning that it handles most language features in a sound manner while we also make some well-identified unsound choices following the previous work [4, 10, 54, 58, 64]. Note that Cheetah aims to find as many bugs as possible rather than rigorously verifying the correctness of a program. In this context, the unsound choices have limited negative impacts as demonstrated in the previous works. In our implementation, like the previous work [24], we use a flow-insensitive pointer analysis [56] to resolve function pointers. We unroll each cycle twice on both the call graph and the control flow graph [4]. Following the work of Saturn [64], a representative static bug detection tool, we do not model inline assembly and library utilities such as std::vector, std::set, and std::map from the C++ standard template library.

---

\footnote{SPEC CINT 2000: \url{https://www.spec.org/cpu2000/CINT2000/}}
We first present the experimental results of the null analysis in the next subsection.

5.2 Study of the Null Analysis

We present the experimental results of the null analysis in detail and then briefly explain the experimental results of the taint analysis in the next subsection.

5.2.1 Speedup. Table 2 lists the comparison results of the conventional parallel mechanism (Conv) and our pipeline strategy (Pipeline) for the bottom-up program analysis. Each row of the table represents the results of a benchmark program, including the time costs (in seconds) and the speedup for these two kinds of parallel mechanisms. The speedup is calculated as the ratio of the time taken by the conventional parallel design to that of the pipeline strategy. To quantify this effect, we profile the CPU utilization rates for both the conventional parallel design and the pipeline method.

Our pipeline strategy unleashes its power in the remaining part of the analysis, where it apparently has much higher parallelism than the conventional parallel approach. It is noteworthy that such 2×-3× speedup is significant enough to make many overly lengthy analyses useful in practice. For example, originally, it takes more than 10 hours to analyze MySQL (ID = 20, Size = 2 MLoC, typical size in industry). Such a time cost cannot satisfy the industrial requirement of finishing analysis in 5 to 10 hours [35]. With the pipeline strategy, it saves more than 6 hours, making the bug finding task acceptable in the industrial setting.

The speedup over conventional parallel design is due to the higher parallelism achieved by the pipeline strategy. To quantify this effect, we profile the CPU utilization rates for both the conventional parallel design and the pipeline method. Figure 12 demonstrates the CPU utilization rates against the elapsed running time. Due to the page limit, we only show several typical ones for some of the programs running with 80 threads. In the figure, the solid line represents the CPU utilization rate of our pipeline method while the dashed line represents that of the conventional parallel design.

We can observe that, for each project, in the initial phase of the analysis, the CPU utilization rates for both parallel designs are similar, almost occupying all available CPUs. This is because the call graph of a program is usually a tree-like data structure. In the bottom half of the call graph, it usually has enough independent functions that we can analyze in parallel. Thus, both parallel designs can sufficiently utilize the CPUs.

Our pipeline strategy unleashes its power in the remaining part of the analysis, where it apparently has much higher CPU utilization rates, thus finishing the analysis much earlier. This is because the top half of a call graph is much denser, where there are more calling relations than the bottom half. Since the conventional parallel design cannot analyze functions with calling relations in parallel, it cannot sufficiently utilize the CPUs. In contrast, our approach splits the analysis of a function into multiple parts and allows us to analyze functions with calling relations in parallel, thus being able to utilize more CPUs.

5.2.2 CPU Utilization Rate. The speedup over conventional parallel design is due to the higher parallelism achieved by the pipeline strategy. To quantify this effect, we profile the CPU utilization rates for both the conventional parallel design and the pipeline method. Figure 12 demonstrates the CPU utilization rates against the elapsed running time. Due to the page limit, we only show several typical ones for some of the programs running with 80 threads. In the figure, the solid line represents the CPU utilization rate of our pipeline method while the dashed line represents that of the conventional parallel design.

We can observe that, for each project, in the initial phase of the analysis, the CPU utilization rates for both parallel designs are similar, almost occupying all available CPUs. This is because the call graph of a program is usually a tree-like data structure. In the bottom half of the call graph, it usually has enough independent functions that we can analyze in parallel. Thus, both parallel designs can sufficiently utilize the CPUs.

Our pipeline strategy unleashes its power in the remaining part of the analysis, where it apparently has much higher CPU utilization rates, thus finishing the analysis much earlier. This is because the top half of a call graph is much denser, where there are more calling relations than the bottom half. Since the conventional parallel design cannot analyze functions with calling relations in parallel, it cannot sufficiently utilize the CPUs. In contrast, our approach splits the analysis of a function into multiple parts and allows us to analyze functions with calling relations in parallel, thus being able to utilize more CPUs.

### Table 1: Subjects for evaluation.

<table>
<thead>
<tr>
<th>Origin</th>
<th>ID</th>
<th>Program</th>
<th>Size (KLoC)</th>
<th># Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEC</td>
<td>1</td>
<td>mcf</td>
<td>2</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>bzip2</td>
<td>3</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>gzip</td>
<td>6</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>parser</td>
<td>8</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>vpr</td>
<td>11</td>
<td>272</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>crafty</td>
<td>13</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>twolf</td>
<td>18</td>
<td>191</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>eon</td>
<td>22</td>
<td>3,367</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>gap</td>
<td>36</td>
<td>843</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>vortex</td>
<td>49</td>
<td>923</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>perlmbk</td>
<td>73</td>
<td>1,069</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>gcc</td>
<td>135</td>
<td>2,220</td>
</tr>
<tr>
<td>CINT2000</td>
<td>13</td>
<td>bftpdp</td>
<td>5</td>
<td>260</td>
</tr>
<tr>
<td>Open Source</td>
<td>14</td>
<td>shadowsocks</td>
<td>32</td>
<td>574</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>webassembly</td>
<td>75</td>
<td>7,842</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>redis</td>
<td>101</td>
<td>1,527</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>python</td>
<td>434</td>
<td>3,619</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>icu</td>
<td>537</td>
<td>27,046</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>openssl</td>
<td>791</td>
<td>11,759</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>mysql</td>
<td>2,030</td>
<td>40,431</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total</th>
<th>Avg.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4,381</td>
<td>7,070</td>
<td></td>
</tr>
</tbody>
</table>

We run our experiments on a server with 80 "Intel(R) Xeon(R) CPU E5-2698 v4 @ 2.20GHz" processors and 256GB RAM running Ubuntu-16.04. We set our initial number of threads to be 20 and add 20 for every subsequent run until the maximum number of available processors, i.e., 80. All the experiments were run with the resource limitation of 12 hours.
Table 2: Running time (seconds) and the speedup over the conventional parallel design of bottom-up analysis.

<table>
<thead>
<tr>
<th>ID</th>
<th># Thread = 20</th>
<th># Thread = 40</th>
<th># Thread = 60</th>
<th># Thread = 80</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conv Pipeline</td>
<td>Speedup</td>
<td>Conv Pipeline</td>
<td>Speedup</td>
</tr>
<tr>
<td>1</td>
<td>60</td>
<td>28</td>
<td>60</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>108</td>
<td>64</td>
<td>96</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>168</td>
<td>76</td>
<td>168</td>
<td>61</td>
</tr>
<tr>
<td>4</td>
<td>252</td>
<td>215</td>
<td>168</td>
<td>120</td>
</tr>
<tr>
<td>5</td>
<td>264</td>
<td>192</td>
<td>180</td>
<td>116</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>104</td>
<td>168</td>
<td>76</td>
</tr>
<tr>
<td>7</td>
<td>168</td>
<td>132</td>
<td>133</td>
<td>80</td>
</tr>
<tr>
<td>8</td>
<td>2568</td>
<td>2148</td>
<td>1620</td>
<td>1192</td>
</tr>
<tr>
<td>9</td>
<td>1728</td>
<td>860</td>
<td>1524</td>
<td>648</td>
</tr>
<tr>
<td>10</td>
<td>843</td>
<td>648</td>
<td>698</td>
<td>374</td>
</tr>
<tr>
<td>11</td>
<td>1530</td>
<td>913</td>
<td>1325</td>
<td>604</td>
</tr>
<tr>
<td>12</td>
<td>1978</td>
<td>1573</td>
<td>1486</td>
<td>926</td>
</tr>
<tr>
<td>13</td>
<td>156</td>
<td>109</td>
<td>132</td>
<td>68</td>
</tr>
<tr>
<td>14</td>
<td>876</td>
<td>468</td>
<td>780</td>
<td>340</td>
</tr>
<tr>
<td>15</td>
<td>2940</td>
<td>1990</td>
<td>2292</td>
<td>1248</td>
</tr>
<tr>
<td>16</td>
<td>1332</td>
<td>1060</td>
<td>984</td>
<td>628</td>
</tr>
<tr>
<td>17</td>
<td>5162</td>
<td>3022</td>
<td>4276</td>
<td>2036</td>
</tr>
<tr>
<td>18</td>
<td>7.8hr</td>
<td>5.5hr</td>
<td>5.8hr</td>
<td>3.4hr</td>
</tr>
<tr>
<td>19</td>
<td>2.8hr</td>
<td>2.2hr</td>
<td>1.9hr</td>
<td>1.2hr</td>
</tr>
<tr>
<td>20</td>
<td>Time Out</td>
<td>9.6hr</td>
<td>Time Out</td>
<td>7.8hr</td>
</tr>
</tbody>
</table>

Figure 12: CPU utilization rate vs. The elapsed time. The solid lines represent the CPU utilization rate of our pipeline method while the dashed lines represent that of the conventional parallel design.

5.3 Study of the Taint Analysis

In order to demonstrate that our approach is generalizable to other analyses, we also conducted an experiment to see whether the pipeline approach can improve the scalability of taint analysis. Since the result of taint analysis are quite similar to that of the null analysis, we briefly summarize the experimental results in Table 3, where the results of our largest benchmark program, MySQL, are presented. The results demonstrate that, with the increase of the number of available threads, the speedup of our approach over the conventional approach also grows to >2× in analyzing both the relative path traversal (RPT) bug or the transmission of private resources (TPR) bug.

5.4 Discussion

There are two main factors affecting the evaluation results: the density of the call graph and the number of available threads.

As discussed above, when the call graph is very sparse, the advantage of our approach is not very obvious. For instance, if
functions are all independent on each other, all functions can be run in parallel. Thus, both approaches can always sufficiently utilize the available threads and, thus, have similar time efficiency. In practice, as demonstrated in our evaluation, the call graph is usually tree-like. Thus, our approach can present its power in the second half of the analysis and achieves up to 3× speedup in practice.

The number of threads is also a key factor affecting the observed speedup of our approach. For instance, if we only have one thread available, although our approach can provide more independent tasks, these tasks cannot be run in parallel. Thus, both of our approach and the conventional one will emit similar results. As illustrated by the evaluation, our approach can work better when we have more available threads. In the cloud era, we can expect that we have unlimited CPU resources and, thus, can expect more benefits from our approach in practice.

6 RELATED WORK

Parallel and distributed algorithms for data flow analysis is an active area of research. In this section, we survey existing parallel or distributed techniques and compare them with Cheetah.

In order to utilize the modular structure of a program to parallelize the analyses in different functions, developers usually implement a data flow analysis in a top-down fashion or a bottom-up manner. Albarghouthi et al. [1] presented a generic framework to distribute top-down algorithms using a map-reduce strategy. Parallel worklist approaches, a kind of top-down analysis, also can address the IFDS/IDE problems. They operate by processing the elements on an analysis worklist in parallel [14, 21, 48]. These approaches are different from ours because this paper focuses on bottom-up analysis. In our opinion, the top-down approach and the bottom-up approach are two separate schools of methodologies to implement program analysis. Bottom-up approaches analyze each function only once and generate summaries reusable at all calling contexts. Top-down approaches generate summaries that are specific to individual calling contexts and, thus, may need to repeat analyzing a function. For analyses that need high precision like path-sensitivity, repetitively analyzing a function is costly. Thus, we may expect better performance from bottom-up analysis when high precision is required.

Compared to top-down analysis, bottom-up analysis has been traditionally easier to parallelize. Existing static analyses, such as Saturn [64], Calysto [4], Pinpoint [54], and Infer [8], have utilized the function-level parallelization to improve their scalability. However, none of them presented any techniques to further improve its parallelism. McPeak et al. [35] pointed out that the CPU utilization rate may drop in the dense part of the call graph where the parallelism is significantly limited by the calling dependence. Although they presented an optimized scheduling method to mitigate the performance issue, the calling dependence was not relaxed and the function-level parallelism was not improved. We believe that their scheduling method is complementary to Cheetah and their combination has the potential for the greater scalability.

In contrast to top-down and bottom-up approaches, partition-based approaches [6, 12, 17, 22, 26, 29, 33, 38] do not utilize the modular structure of a program but partition the state space and distribute the state-space search to several threads or processors. Another category of data flow analyses (e.g., [2, 7, 25]) are modeled as Datalog queries rather than the graph reachability queries in the IFDS/IDE framework. They can benefit from parallel Datalog engines to improve the scalability [20, 27, 28, 34, 51–53, 61, 62, 66].

Recently, some other parallel techniques have been proposed. Many of them focus on pointer analysis [18, 31, 37, 41, 44, 57] rather than general data flow analysis. Mendez-Lojo et al. [36] proposed a GPU-based implementation for inclusion-based pointer analysis. EigenCFA [43] is a GPU-based flow analysis for higher-order programs. Graspam [60] and Grapple [68] turn sophisticated code analysis into big data analytics. They utilize recent advances on solid-state disks to parallelize and scale program analysis. These techniques are not designed for compositional data flow analysis and, thus, are different from our approach.

In addition to automatic techniques, Ball et al. [5] used manually created harnesses to specify independent device driver entry points so that an embarrassingly parallel workload can be created.

7 CONCLUSION

We have presented Cheetah, a pipeline parallelization strategy that enables to perform bottom-up data flow analysis in a faster way. The pipeline strategy relaxes the calling dependence, which conventionally limits the parallelism of bottom-up analysis. The evaluation of our approach demonstrates higher CPU utilization rates and significant speedup over a conventional parallel design. In the multi-core era, we believe that improving the parallelism is an important approach to scaling static program analysis.
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Table 3: Results of the taint analysis on MySQL.

<table>
<thead>
<tr>
<th>Taint Issues</th>
<th># Thread = 20</th>
<th># Thread = 40</th>
<th># Thread = 60</th>
<th># Thread = 80</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conv</td>
<td>Pipeline</td>
<td>Speedup</td>
<td>Conv</td>
</tr>
<tr>
<td>RPT</td>
<td>Time Out</td>
<td>10.2hr</td>
<td>-</td>
<td>Time Out</td>
</tr>
<tr>
<td>TFR</td>
<td>9.3hr</td>
<td>6.6hr</td>
<td>1.4×</td>
<td>8.1hr</td>
</tr>
</tbody>
</table>


